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ABSTRACT: To promote the use of cognitive systems, it is essential that tools such as high-level languages and

development environments are created to allow the modeler to focus more on the problem domain, and less on the

nuances of a particular architecture.  This tutorial introduces a development environment and high-level behavior

representation language called Herbal that represents a step towards creating tools to support a wide range of

cognitive model users. The design of Herbal is based on a study of what questions users ask of a model (Haynes,

Councill, & Ritter, 2004).  It appears to offer a faster way to program Soar.   

1. Introduction

Designing, implementing, and using cognitive

architectures can be a difficult task considering that the

background and expertise of this diverse set of users

varies from novice to expert (Ritter et al., 2003). Part

of the problem stems from the fact that cognitive

architectures typically use low-level programming

languages to model behavior.  Both Soar (Laird,

Congdon, & Coulter, 1999) and ACT-R (ACT-R

Research Group, 2004), for example, use production

rules as their primary programming construct.

A wider variety of users can be supported in the task of

developing cognitive models using a language that

maps more directly to the domain that the user is

familiar with.  For example, if this high level language

is built on top of Soar, and closely resembles the theory

used by the Soar architecture (Newell, 1990), it would

make Soar easier to use, while maintaining the features

of Soar that make it interesting, including learning,

interaction, and interuptability.

Several tools already exist to simplify the development

of cognitive architectures.  For example, Soar

developers have VisualSoar (Laird, 1999), a powerful

development environment that simplifies the creation

of Soar productions.  SoarDoc (Soar Technology Inc.,

2004) is a tool for automatically generating HTML

based documentation directly from Soar source code.

ViSoar (Hirst, 1999) is a dialogue driven interface for

generating Soar code automatically, and debugging,

and reverse engineering existing Soar productions.  For

ACT-R there is G2A (St. Amant, Freed, & Ritter,

2005), and other architectures include integrated

development environments (IDEs) (Busetta, Rönnquist,

Hodgson, & Lucas, 1999; Lebiere et al., 2002;

Zachary, Jones, & Taylor, 2002)

This tutorial presents a cognitive modeling tool that

involves the use of a high-level programming language

and a compiler.  This tool is different because it is

designed not only to simplify the development of

cognitive models, but also to generate explanations of

the running models.

1.1  Herbal

This three-hour tutorial introduces an integrated

development  environment  cal led Herbal

(acs.ist.psu.edu/projects/herbal) that provides a way to

write Soar models on a higher level than simply writing

Soar rules (Cohen, Ritter, & Haynes, 2005).  With it,

users can create models graphically and have these

models compiled into Soar productions.  An example

screen shot of the Herbal Blocks-World model is
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shown in Figure 1.  The resulting productions are a

Soar model.  The structure of the model can be passed

to an associated tool that can help display and explain

the model, even as the model runs (the Herbal Viewer).

The design of Herbal is based on a study of what

questions users ask of a model (Haynes, Ritter,

Councill, & Cohen, 2005).

A tutorial on Herbal is available as a tech report

(Cohen & Ritter, 2004).  This tutorial is a condensed

version of that tutorial with additional, hands-on help.

Figure 1.  Example screen of the Herbal IDE.

1.2  Intended audience

This Herbal tutorial is of primary interest to those who

wish to learn about Soar (Newell, 1990; Laird, Newell,

& Rosenbloom, 1987) and about high level languages

for modeling cognition.  It will also be interesting to

those interested in learning more about cognitive

modeling with cognitive architectures (Ritter, 2004).

An inadvertent aspect of this tutorial is that tutees will

learn about how to use the Protégé ontology editor

from Stanford, which has multiple uses as well, such as

editing the DAML+OIL ontology.  The introduction to

dTank (Morgan, Ritter, Stevenson, Schenck, & Cohen,

2005) in the last third of the tutorial helps explain

many of the concepts of cognitive modeling, and may

be of interest to many in this community as a simple

testbed for developing intelligent agents.

2. Tutorial contents

The purpose of this tutorial is not to provide users with

complete knowledge of Soar, Protege, and Herbal.  It

illustrates these tools with a balance of lecture and of

hands-on exercises.  The exercises will be started but

not necessarily completed by the tutees, following the

approach of the successful Psychological Soar Tutorial.

The exercises will, however, provide the tutees with

the initial knowledge necessary for getting started with

these tools.

2.1 Introduction to Soar, Herbal, and basic editor

(Protégé)

In the first hour, as an introduction we will provide a

short overview of Soar and provide the rationale for

high-level cognitive modeling and behavior

representation languages.  With this in hand, we will

provide an overview of the Herbal system and its

capabilities, and provide a hands-on tutorial of the

Protégé ontology editor.

2.2 Example simple models in Herbal

We introduce Herbal by providing two example models

for tutees to use in a tutorial lecture, demonstration,

exercise format.  We will use a blocks world model to

start to understand and apply Herbal, and a simple

learning model to explore learning in Soar.

2.3 More sophisticated model in Herbal

We introduce the dTank environment (acs.ist.psu.edu/

dTank), a microworld designed to have many of the

important aspects of ModSAF (e.g., maps, interaction,

real-time competitive environment), but far simpler.

An example model that interacts with the dTank

simulation will be explained, and the tutees will modify

the model to be more intelligent.

2.4 Installing the Required Software

Herbal consists of several pieces of software that are

available on the net.  They work on PCs and

Macintoshes.  Tutees can install the software by getting

instructions from acs.ist.psu.edu/herbal, but support

will be provided to install on the day.  Tutees will be

encouraged to work in teams, so those without laptops

will be paired with those with laptops.  In the last five

years of the Cognitive Science Conference, this sharing

has proved a very workable and valuable solution.

3. Brief Overview of the Herbal

Development Environment

The Herbal development environment has two main

responsibilities: to make it easy to generate a Herbal

program, and to translate this program into Soar.  The

first responsibility is realized using the Protégé

integrated knowledge-based development tool

(Stanford Medical Informatics, 2004).  Protégé makes

it possible to graphically define an ontology, create an

instance of that ontology, and save it.  By combining

custom Protégé plug-ins, and the Herbal high-level

language ontology, Protégé was configured to create a

graphical programming environment for Soar models.

Modelers use Protégé to instantiate a model by

extending the Herbal ontology, and then saving this
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model in RDF format.  Portions of existing models can

be reused by importing existing model ontologies into

Protégé and adapting them.

The second responsibility of the Herbal development

environment is compiling the generated RDF into

productions.  XSLT proved to be an excellent solution

for compiling the high-level language.

Currently, Herbal generates Soar productions.

However, this design makes it easy to support

additional target architectures: to support a new

cognitive architecture, a new XSLT script must be

written and plugged into Herbal.

4. Experiences Using Herbal

Herbal has been used by about 45 users to create

models, primarily those that interact with a simple

microworld (dTank).  Its largest use was in an

advanced undergraduate course in Fall 2004, to 38

undergraduates and 3 graduate students.  Students

provided positive feedback in their formal course

evaluations on both Protégé and Herbal as modeling

environments.  In general, the students encountered

fewer problems programming in Soar when using

Herbal.  This is admittedly an anecdotal result, and

could also be the result of other factors including

increasing motivation by including more applications

to dTank, and referring to the relevance to video games

quite often.

Among the advantages noted by students was Herbal’s

ability to reuse conditions and actions across several

operators.  This enabled teams to build more complex

tanks using a set of predefined conditions and actions

specific to the dTank environment.  Students also

commented on the usefulness of Herbal’s ability to

automatically generate comments.

Students noted the lack of impasses as one of the major

disadvantages (they have been added to the current

version 0.9).  Another disadvantage noted by the

students was related to usability issues with Protégé.  A

new version of Protégé (version 3.0) has since been

released that has addressed many of these issues.

Since then, a single subject analysis of how long it

takes to create a dTank model using Herbal (Morgan,

Cohen, Haynes, & Ritter, in press) showed that Herbal

can be as fast at TAQL (Yost, 1993).

5. Conclusions

The ability to create cognitive models using powerful

architectures such as Soar can be simplified using high-

level languages.  The Herbal high-level language is an

example of such a solution and is capable of producing

Soar productions from models created using the Herbal

development environment, which is based on a

modified ontology editor .

Future development of Herbal is currently focused on

using the information contained in the Herbal ontology

to generate explanations while the model is running.  It

is believed that runtime explanations such as these will

further aid developers, as well as other users, with the

creation of cognitive models.
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