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Abstract

We describe the initial steps in developing an agent-
based cognitive architecture designed to support psycho-
logically plausible human variability. The new architecture,
COJACK, is based on JACK, a BDI-based agent language.
It will constrain the agents to reason and act in a psy-
chologically plausible manner. Their information process-
ing will be adjusted by a set of parameters that moderate
the agent’s reasoning and actions, combined with a set of
guidelines for developing plans and beliefs for the agents.
This set of parameters will also support varying the agents’
performance, both in terms of differences across agents as
well as differences that arise within an individual due to in-
ternal and external factors. We conclude that other archi-
tectures will want to include a similar set, including repre-
senting a body, its interaction with the environment, and the
passage of time.

1. Introduction

Put two people in the same situation, and chances are
they will not do the same thing. Put twomodelsof peo-
ple into the same simulated world, and the rare cases that
they will not do the same thing occur when the models have
been provided with different knowledge. Human variabil-
ity arises from more than just different knowledge, how-
ever, and indeed sometimes helps account for the variations
in knowledge between two people. Human variability can
also lead to different behaviours within an individual, when
internal and/or external factors moderate their behaviour.

This paper describes some initial steps towards the devel-
opment of an agent architecture that will support psycholog-
ically plausible models of human variability, accounting for

individual differences and moderator effects. We draw upon
studies in psychology, physiology and cognitive science to
develop a framework that captures many of the mechanisms
that are known to influence behaviour. Some existing ar-
chitectures go some way towards this, and indeed we draw
upon parameter sets used by other architectures. While there
is some work towards incorporating behaviour moderators
into existing architectures, as discussed in Section 3.4, we
believe that our proposed architecture, COJACK, is one of
the first that has been deliberately designed to support the
modelling of a wide range of behaviour moderators.

The architecture itself will take the form of a “cognitive
overlay” for JACK Intelligent Agents, a BDI-based agent
programming language [1]. The cognitive overlay will in-
troduce a range of parameters that will influence the reason-
ing and actions of JACK agents, constraining their perfor-
mance to be within psychologically plausible bounds. These
parameters influence both mental and physical aspects rep-
resented in the overlay. In most cases, as well as having
an initial value which can vary from one agent to another,
the parameter can also vary over time. The variations in ini-
tial parameter values will account for individual differences,
whereas variations over time (which could arise from things
such as fatigue, boredom, or ingestion of a drug such as caf-
feine) will account for the variations that occur within an in-
dividual.

Such an architecture will lead to more realistic simula-
tions, as the agents within the simulation will display more
of the variations that occur naturally in people. It will be
possible to study, for example, the suitability of a procedure
for a range of people, rather than just the average person, or
the effects of different combinations of individuals in team
performance. It will also allow the study of the effects of
behaviour moderators on the behaviour of individuals and
groups of people, by simulating how a particular modera-
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tor influences the reasoning, perception, action and physiol-
ogy of an individual, and subsequently, their behaviour.

The paper first looks at individual differences and the
types of parameters that are needed to capture them. It then
moves on to consider behaviour moderators, and how to
model them using the same set of parameters. We then dis-
cuss the development of the architecture: how these param-
eters can be applied to JACK. Finally, we present the impli-
cations for other architectures.

The importance of the parameters we include here is de-
pendant on the tasks of interest, the grain size of the anal-
ysis, and the uses to which the model will be applied. In
our situation, the parameter set is being developed to sup-
port cognitive tasks and work in military synthetic envi-
ronments; the parameter set would likely have a different
flavour if it was being developed with, for example, syn-
thetic characters for entertainment in mind.

2. Individual Differences

Knowledge is a key component giving rise to differences
between individuals, but there are many other factors that
also contribute. Our initial survey has identified sixty pa-
rameters that would be particularly useful when modelling
individual differences [16]. We have broadly classified these
parameters into four groups: cognition, perception, action
and physiology. The set of parameters that we have selected
is not exhaustive — it would certainly be possible to find
more that influence human reasoning and action — but we
believe that the our set is sufficient to capture the main ele-
ments that contribute to human variability.

Most parameters have a default value, giving rise to “av-
erage” behaviour, as well as a range of plausible values, be-
tween which the bulk of the human population lies. There
are, of course, co-dependencies between parameters (e.g. a
high value for processing speed may correlate with working
memory capacity). We do not attempt to capture these rela-
tionships here, but they will become important when creat-
ing a “random” individual using COJACK.

We do not attempt to examine each of the sixty identi-
fied parameters here, but discuss each of the main parame-
ter groups including examples.

2.1. Cognition

The parameters that we have selected to capture vari-
ability in cognition are largely taken from the parameter set
used by ACT-R 5.0 [2], a prominent cognitive architecture
used in psychology. While still not perfect, and complex be-
cause it models human performance fairly well, the ACT-R
memory and processing system and its associated parame-
ters have been validated across use in numerous tasks and
data sets and has shown itself to be able to account for a

wide range of behaviour. For example, its working mem-
ory capacity parameter has been used to predict strategy
choice between strategies using different amounts of work-
ing memory [9].

In addition to the parameters used by ACT-R, we have
identified some additional high-level parameters that affect
cognition, outlined in Table 1. These parameters are ac-
tually labels encompassing properties that emerge out of
lower-level cognition, but the low level constructs taken
from ACT-R may lack the complexity to accurately repre-
sent them. It will be important to ensure that these param-
eters are represented in the architecture, either implicitly,
through a combination of low level parameters, or directly
as separate parameters.

2.2. Action

Existing models that predict human behaviour including
motor output have typically done so at the level of hand
movements and typing, including both speed and accu-
racy. For many simulations, however, the agent must spec-
ify larger scale behaviour, and there must be some way of
mapping between the granularity provided by the simula-
tion environment and the data that is available. This be-
haviour must be aligned with the simulation. For example,
if the agent must specify movement in the world via two pa-
rameters — walking speed and direction — but if COJACK
represents walking in terms of stride length and direction,
there must be a means for translating between the two.

Most action types have two components — speed and
accuracy — but it should also be noted that speed particu-
larly is not constant, with a degree of variance under stan-
dard conditions that can itself be affected by moderators.

Action parameters are important for modelling be-
haviour in games and simulations. They influence agent
grouping and dispersion. They are also important for mod-
elling fatigue. The parameters will be influenced by
fatigue, but more importantly fatigue increases through ex-
tended motor output.

The most commonly modelled parameters related to ac-
tion are related to mouse and keyboard inputs. While we ex-
pect that COJACK will contain a much wider range of pa-
rameters relating to action designed to suit the military sim-
ulation applications of the sponsor, we will nevertheless in-
clude small scale action parameters to help test the archi-
tecture. A number of previous studies have looked at simu-
lated eyes and hands [10, 15, 18], providing data that can be
used for comparison in COJACK.

2.3. Perception

The majority of synthetic environments provide most
perceptual data as visual data. Sound is sometimes also pro-



Parameter Description

Number of parallel tasks The number of tasks that the agent can perform in parallel. This is likely to be sup-
ported by a combination of working memory capacity, processing speed, and procedu-
ral memory strength.

Ease of engagement Ability to switch between tasks (as opposed to fixating on a task).

Level of training A highly trained individual will spend less time deliberating. This can probably be di-
rectly implemented through changes to the strength of procedural memory elements,
but it may be useful to offer this as a more global parameter.

Acquiescence A more acquiescent individual is more likely to follow orders. It may be possible to
implement this in knowledge, but this will require further investigation if this parameter
is going to be used in COJACK.

Stability More stable individuals are less influenced by unexpected events and losses and gains.
This can be implemented by changing the constants in the physiological parameters,
providing a slower pace of change.

Humour Individuals with more ‘humour’ are able to absorb and dissipate own and others losses
and shocks. A complete theory here may be difficult to defend, but a simple implemen-
tation would be to provide a fast decay in the relevant physiology variables.

Table 1. High level parameters relating to cognition

vided, but data for other senses such as touch and smell are
less often included. We focus here on visual perception, but
have considered a similar parameter set for aural percep-
tion.

Table 2 shows a number of parameters associated with
visual perception. Small changes in these parameters can be
significant. For example, user’s strategy choices are some-
times sensitive to millisecond differences [7].

These parameters (and the visual mechanisms that they
influence) are assumed to be separate from other cognitive
mechanisms. This approach is at times called impenetrable
[12]. Differences in what is perceived are assumed to arise
from how the percepts are interpreted in cognition, not how
they are received from the perceptual apparatus. Thus, per-
ception is impenetrable to cognition’s ability to help or hin-
der it. This approach represents a modular approach that is
useful because it makes it easier to create cognitive agents.
There are already suggestions that this approach is too mod-
ular when taken to this extreme, and should only be seen as
a useful working hypothesis.

In addition to the parameters presented in this table, an
important aspect of human visual behaviour is search, scan-
ning, and monitoring — vigilance tasks. Signal detection
theory (SDT) provides a theoretical way to describe be-
haviour in this area [19]. As shown in Figure 1, SDT rep-
resents the signal to be recognised and noise that repre-
sents distracting stimuli and noise in the decision process
of the observer. Both signal and noise are modelled as a sig-
nal that has a mean and Gaussian distribution. SDT repre-
sents observers as differing on two parameters, as shown in
the figure. The first parameter is calledd′ (d-prime). It rep-

Figure 1. The major components of signal de-
tection theory

resents the distance between the distributions of the noise
and the signal. Better observers have a greaterd′, a greater
separation between noise and the signal, making the signal
clearer. Observers also have a threshold, lambda. Measure-
ments taken from the noise and signal distribution (the ob-
server does not know which one) above the threshold are re-
ported as a signal event, those below are not reported or are
reported as noise.

Observers who wish to avoid missing signals will move
the threshold towards the noise distribution to capture more
of the signal; those who wish to reduce their false alarms
will move it towards the signal distribution (thereby classi-
fying more of the signal as noise). This approach abstracts
many things, as the measures ofd′ across tasks are clearly
tapping different mechanisms across some pairs of tasks,
but for simple perceptual tasks it is a useful approach, as
both parameters are known to be sensitive to many modera-
tors.



Parameter Default Description
(Variance)

Saccade time 120 ms (10 ms) Time taken to move the eye from one location to another

Fovea size 3◦ (0.2◦) The size of the cone of vision for which full visual detail is available

Parafovea size 15◦ (3◦) The size of the cone for which limited visual detail (e.g. position and
rough shape, but not exact size) is available

Peripheral vision 165◦ (10◦) The size of the cone in which objects can be detected

Visual working memory 3 (0.5) Number of items that can be stored in the visual buffer

Visual acuity Task dependent Amount of detail that can been seen

Number of finsts 3 (1) Number of moving objects that can be kept track of in a display

Table 2. Sample parameters affecting visual perception

2.4. Physiology

Physiological parameters are used to represent funda-
mental aspects of the agent’s body. Most, if not all, of these
parameters will influence the agent via their interaction with
other parameters, rather than directly influencing the rea-
soning/action of the agent, and as such, they can themselves
be seen as behaviour moderators. Some may be applicable
to such a wide range of scenarios that they should be in-
cluded within the COJACK architecture, rather than as op-
tional behaviour moderators.

Possible parameters in this set include parameters such
as heart rate, blood pressure, body temperature, and various
hormone levels. One of the difficulties of including them in
the architecture at this stage is that the effects of many of
these variables on cognition have not been analysed with
cognitive architectures in mind, giving limited data to build
from. As a result, it is likely that the initial version of the ar-
chitecture will only contain place holders for these param-
eters, without attempting to capture their full influence on
the agent.

3. Behaviour Moderators

Behaviour moderators are factors, both external and in-
ternal to the entities, that cause them to deviate from their
“normal” behaviour. It is not intended to include behaviour
moderators in the COJACK architecture; rather, the inten-
tion is to provide support for the addition of moderators re-
quired by particular simulations. The architecture will pro-
vide this support via a set of hooks to the parameters de-
scribed in Section 2. Incorporating a moderator into a sim-
ulation will then require an understanding of how that mod-
erator affects these parameters so that the appropriate vari-
ables can be controlled.

Moderators can be organised in many ways, one way
that has been proposed is to group them into three classes
based on the source of the moderators [13]: external —

those which arise outside the entity, internal — those which
arise out of internal changes in the entity, and task-based —
those that arise from information processing. Strictly speak-
ing, task-based moderators are a special sub-class of inter-
nal moderators. They are a particularly significant group in
themselves however, with important implications for mod-
elling behaviour, so they are kept separate here.

Some moderators do not clearly fall exactly into one of
these groups. Appraisal is one such example. This is the
agent’s evaluation of the current situation, and the most ob-
vious group to put it in is the group of internal moderators.
However it is also influenced by task-based parameters, and
also environmental parameters.

3.1. External Moderators

External moderators are external events/conditions that
can affect the entity’s behaviour. Table 3 provides exam-
ples. Because the range of possible external moderators is
so large, this table cannot provide a comprehensive list of
environmental moderators; it is only intended to give rep-
resentative examples. The external moderators that can and
should be modelled for a given task and model will vary
based on the model, the task, what is available in the envi-
ronment, and, importantly, the use of the model.

These moderators influence the agent’s body, and will
have to be implemented as changes to intermediate, phys-
iological parameters that are time dependent. For example
the effect of temperature is a cumulative function. These pa-
rameters can then be used to moderate internal parameters.

3.2. Internal Moderators

Internal moderators are those which arise out of changes
in the individual. Variations in the values of the entity’s pa-
rameters (see Section 2) can themselves lead to variations in
other parameters. Task-based moderators (discussed in Sec-
tion 3.3) are a special sub-class of internal moderators that



Moderator Description

Temperature Exposure to excessive heat decrements performance on several dimensions, including visual
tracking, vigilance, and complex tasks. With exposure, reaction increases as a function of time
and temperature. [5, Ch. 10.601]. Cold has similar effects.

Humidity A factor contributing to physical fatigue.

Noise In addition to contributing to fatigue, noise can lead to poor communication (misunderstand-
ings, or even lack of information transfer), resulting in reduced situation awareness.

Vibration Vibration can reduce accuracy - e.g. firing from a platform over rough terrain. It also con-
tributes to physical fatigue.

Time of day Circadian rhythm affects cognitive processing speed and attention. Quality of sleep is affected
by when it occurs.

Precipitation As well as affecting humidity and temperature, this can have direct effects: e.g. moisture can
affect the ease with which weapons can be manipulated.

Incoming fire Direct hit causes physical damage, but even indirect fire can cause increased arousal at low
levels and at higher levels incapacitation and, over time, stress.

Table 3. Sample external moderators

we have chosen to present separately. Other types of inter-
nal moderators include changes in chemical levels, such as
caffeine, and sleep and fatigue-related factors.

Chemical moderators such as caffeine are in a way like
external moderators. These moderators originate outside the
body, but it is their affect on the body (and subsequently on
the brain) that produce the changes in behaviour. Typically,
an initial dose is absorbed into the body, which may take
a short time, and then over time decays. Depending on the
level of the chemical in the body, various aspects of cogni-
tion, perception and/or action may be affected.

Other internal moderators, such as those related to sleep
and fatigue, are more obviously internal, but still have some
dependence on the task and environment. For example long
periods of wakefulness will degrade various parameters as-
sociated with cognition, perception, and action.

Appraisal-based moderators are another type of internal
moderator. These moderators, also referred to as emotive
moderators, are those that arise from an entity’s judgement
(of events, things, people, people’s actions, etc.). For exam-
ple, if an individual perceives a high threat to self, they may
revert to instinctive rather than trained behaviours, or may
abandon goals otherwise achievable.

3.3. Task-based Moderators

Task-based moderators are those associated with the in-
formation being processed and the passage of time. Most
existing cognitive architectures are static — their mecha-
nisms that give rise to behaviour are fixed across time; how-
ever there are many elements of the task that can moderate
behaviour, including time itself.

A task that is performed over an extended period of time
can lead to changes in behaviour via a number of routes.
If the task has no frequent changes or challenges, boredom
can lead to longer reaction times and decreased task per-
formance, from 85% correct to 65% correct detections on a
vigilance task [5, Ch. 7.403]. Physical fatigue may lead to
reduced muscular strength, and mental fatigue affects cog-
nition in a number of ways, degrading performance. Over
time, the success/failure of subtasks may result in changes
in motivation. This has been modelled by changes in param-
eters to the decision process [4].

3.4. Related Work

There have been many other attempts to model behaviour
moderators, falling into two categories: those where the
moderators have been explicitly incorporated into the mod-
elling framework, and those where a model has been built
as an extension to an existing framework. To the best of
our knowledge, no other framework has been developed that
was designed to explicitly support the addition of as wide a
range of behaviour moderators as this parameter set.

Cognitive architectures that include explicit representa-
tions of behaviour moderators typically include a fixed set
of moderators that they represent. Examples include PSI
[3], which includes a number of physiological drives. Slo-
man et al. [17] provide a tool for developing cognitive ar-
chitectures that are influenced by a variety of moderators.

Performance architectures predict how well humans will
perform a task, not the detailed actions. IMPRINT (as re-
viewed in [11, pp. 259-260]) is an example performance ar-
chitecture that includes the effects of environmental stres-
sors such as climatic conditions and the type of clothes be-



ing worn. There are many more performance architectures
that model the effects of emotions.

There are also many examples of architectures being ex-
tended to add models of behaviour moderators, particularly
for Soar and ACT-R. Gratch and Marsella’s appraisal model
[6] is one of the more advanced examples. Their system
maintains an appraisal of its situation which in turn influ-
ences its behaviour. In ACT-R, several projects have mod-
elled individual differences, such as the work by Lovett et
al on differences in working memory capacity [9], Jones et
al’s work on theories of development [8], and the model of
pre-task appraisal developed by Ritter et al [14].

Although these examples are concerned withspecificpa-
rameters and moderators, rather than the general support
for moderators that COJACK will provide, they provide in-
sights for both the development of architectures, and for de-
veloping and testing moderators for the architecture. In par-
ticular, the mechanisms used to achieve the moderation are
of interest, and the way in which model data is matched with
human data.

4. Development of the COJACK Architecture

Figure 2 presents a schematic of the COJACK architec-
ture. The BDI-based JACK agent architecture provides the
core mechanisms. Data from the environment must pass
through the perception module, and actions are output via
the action module. These mechanisms are moderated and
constrained by the four sets of parameters described above,
which in interact with each other through the mechanisms.

The two sample moderators in Figure 2, one external
and one internal, only interact with parameters in COJACK,
but it is anticipated that certain moderators may also inter-
act with other moderators. For example, caffeine is a time-
dependent moderator which is known to moderate the ef-
fects of fatigue. The figure also shows that whereas exter-
nal moderators have data from the environment as their in-
puts, internal moderators (and also task-based moderators)
take data from the agent’s parameter set (and possibly other
moderators) as inputs.

4.1. Moderators versus Parameters

The arrows in Figure 2 represent interactions be-
tween parameters and moderators, and it is immediately
apparent that the distinction between the two is some-
what blurred. This is particularly the case in the physiology
module, where most parameters moderate other param-
eters, rather than directly constraining the core agent. It
is not yet clear where to draw the line for such parame-
ters: it could be argued that they should be left out of the ar-
chitecture and implemented as plug-in moderators, but it
could also be argued that the more broadly-applicable mod-
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Figure 2. A COJACK architecture schematic

erators/parameters should be included in the architecture. It
is likely that the initial version of the architecture will con-
tain few, if any, of these parameters, but as the architec-
ture is used, the more commonly used moderators of this
type will be incorporated as parameters in the architec-
ture.

4.2. The Importance of Time

Historically, cognitive architectures have put little em-
phasis on the passage of time, but time is an important factor
in the effects of many moderators. Some moderators arise
through the passage of time, such as decreased vigilance as
time on task increases, whereas others disappear over time,
such as anger dissipating.

Time influences behaviour on several scales. The scale
of greatest importance and interest is over hours or perhaps
days, as this is the time scale of the most important modera-
tors and because most simulations and exercises do operate
over longer periods than this.

Not only will it be necessary for the architecture to track
the passage of time, but it is anticipated that displaying the
changes to parameters and moderators over time will be
of considerable importance to users, and support for this
should be inherent in the architecture.

4.3. Representation of Moderators

Moderators will be represented using a scripting lan-
guage, which allows the user to specify their inputs, and
their influences on other parameters/moderators via com-
plex time-dependent functions. Such functions may consist
of a series of segments: taking caffeine again as an exam-
ple, there is one function to represent the initial uptake of
the drug, a second function to represent the period of max-
imum effect, and a final function to represent the decay pe-
riod.



4.4. Constraints on Agent Representation

In order for the parameters to be meaningfully applied to
the core JACK agent in the architecture, there must be some
constraints placed on the representation that the agent uses,
particularly for its beliefs and plans. For example, currently
beliefs can be represented in JACK through various mech-
anisms, including usinganyJAVA class. However, if JACK
beliefs are to be constrained by parameters relating to mem-
ory access and decay, the beliefs must be captured in a form
that can be translated to memory elements.

We are documenting these constraints on programming
style, rather than enforcing them, leaving it to the user to en-
sure that their agent is represented in a cognitively plausible
manner. If the guidelines are followed, the behaviour of the
agent, including the effects of moderators, will be plausi-
ble, but otherwise there will be no guarantees on behaviour.
Eventually, it may be possible to warn about inappropriate
representations.

4.5. Interface Needs

There are a number of issues related to the interface de-
sign that will be important in the development of COJACK.
Firstly, the parameter set is large, considerably larger than
that of similar architectures (such as ACT-R). The interface
must provide a means for dealing with this parameter set,
both for initialising it, and for monitoring it, bearing in mind
that a single simulation may include a considerable number
of these agents.

With such a large parameter set, it would be useful to be
able to specify typical agents (as in Section 2), or even typ-
ical agents from certain populations, where a population is
specified by having different means and standard deviations
for particular parameters.

While ultimately the results of moderators should be vis-
ible through the actions of the agents, it is also desirable to
be able to monitor the variation over time of individual pa-
rameters. A historical view of changes in beliefs, and possi-
bly also the reasons for changes, will be a powerful tool for
debugging and validation.

Another issue related to the interface design is related
to time. We have already stressed that the passage of time
is important when modelling behaviour moderators. How-
ever for many moderators, the effects are played out over a
very long time period. While it would be possible to sim-
ply play out the simulation to observe the effects, it is de-
sirable to be able to specify time and its effects — that is,
to be able to specify something like “the agent ingested 200
mg of caffeine 20 minutes ago.”

5. Future Work

The development of COJACK is in progress. This in-
cludes the development of the overlay containing the pa-
rameters and their influences on JACK, the development of
a scripting language for representing behaviour moderators,
and the documentation of the constraints on agent represen-
tation when writing JACK agents for use with COJACK. As
this work progresses, it is likely that the parameter set will
itself evolve, but we expect the final set to remain roughly
the same size — about sixty parameters.

Once COJACK is operational, the initial testing will use
a series of well-studied tasks, so that the architecture can be
verified. Such tasks include serial subtraction and air traf-
fic control tasks. Extensive data is available for these tasks,
both with and without the effects of moderators. As part
of this testing, we will be developing some initial modera-
tors, not as core components of the architecture, but as sam-
ples. Likely candidates include pre-task appraisal, fatigue,
and caffeine. These moderators have been extensively stud-
ied, providing sound data.

Ultimately, a large scale demonstration will be created
using a military simulation environment. The parameter set
supports including further moderators in this demonstra-
tion if required. Finding moderators that are both relevant
to a military scenarioand well-studied enough to imple-
ment is challenging. Reviews are very useful, for gathering
such data is costly, time-consuming, and sometimes, partic-
ularly for militarily-relevant moderators, a dangerous task!

6. Conclusions

This paper has described the development of a parame-
ter set that will be used to support psychologically plausi-
ble human variability for BDI-based agents. There are al-
ready some general lessons for other architectures.

The parameter set (and the effects of variations in the
parameter values) form the basis for COJACK, which will
allow the representation of individual differences (through
variations in the values of these parameters) and the addition
of behaviour moderators (through specifications of their in-
fluences on parameters). This parameter set suggests that
multiple parameters will be necessary to model human vari-
ability across individuals and across time.

Unlike most cognitive architectures, COJACK agents
will include a representation of a body, including percep-
tion and action modules, and a number of parameters related
to physiology. The interaction of the model’s body with the
environment will require a richer representation of interac-
tion with the environment, keeping track of time and the
tasks the model performs, and also more information from
the environment, such as temperature and humidity.



While we expect that the parameter set that we have de-
scribed will support a wide range of behaviour moderators,
it is important that the models that are developed of spe-
cific moderators be psychologically plausible. While CO-
JACK itself will be psychologically plausible, the effects
of parameters on behaviour must be known in order to de-
velop a valid model. This parameter set was chosen with
that problem in mind. Without specific knowledge of mod-
erators, it is possible to build a models that exhibit vari-
ability, but unless they are built from effects known quali-
tatively and quantitatively, or until it is verified against em-
pirical data, the models cannot be said to represent human
behaviour.
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