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Abstract 
A standard model of the mind with realistic representation 
of human-like behavior needs a body to represent the inter-
actions of the mind with the world. Though several cogni-
tive processes continue to be studied in the pursuit of a bet-
ter understanding of the mediators of human-like behavior, 
the study of interactions between non-cognitive and cogni-
tive human processes remains sparse. We present two as-
pects that have not been often seen as part of a standard 
model of the mind, but that appear to be essential to repre-
senting at least the human mind.  These are a body and a 
way to interact with the world. The body supports cognition 
through energy and adaptation, and the brain helps run the 
body, committing significant resources to this control. The 
body also provides a way to interact with the world, through 
vision primarily, as well as motor output.  Without these 
two aspects, the standard model will just be a brain in a vat.  

Introduction 
A standard model of the mind with realistic representation 
of human-like behavior needs a body. Though cognitive 
processes continue to be studied in the pursuit of a better 
understanding of the mediators of human-like behavior, the 
study of interactions between non-cognitive and cognitive 
processes remains sparse. Particularly processes that may 
be described on the physiological-level, but nonetheless 
have behavioral effects, are important to the study of the 
human-mind and human-like minds. Thus, it follows that 
having a representation for a body is important to a stan-
dard model of the mind. 

It is also important for the mind to be able to interact 
with the world, otherwise it is really just a brain in a rather 
impoverished vat.  Thus, the model of the senses, particu-
larly vision and some motor output, need to be specified in 

enough detail to be used routinely.  A colleague of ours 
noted that they “budgeted 25% of each project to support 
interaction”, which suggests that interaction is not a solved, 
and is an important part of a standard model to be specified 
in more detail than it has so far.   

The representation of physiology of a body is important 
for both interactions with cognitive processes, and also 
processes associated with emotional behavior. Indeed, one 
may think of a continuum of behavior between physiologi-
cal, affective, and cognitive processes that all interact to 
mediate intelligent behavior over several time-scales. The 
body is also useful as a mind design heuristic; physiologi-
cal processes serve as a guide towards intelligence behav-
ior. Functionally, we may not need to find a cognitive an-
swer to a question that evolution chose to answer by inter-
acting a mind with a body. Lastly, representing the body 
also provides an opportunity to understand the process as 
opposed to just the state of factors that affect sub symbolic 
representations in the mind, the latter of which we cur-
rently see in models of cognition and the mind. Having a 
model for these processes and how they interact with typi-
cally modeled mind processes is useful for studying the 
functional complexity and behavior of underlying systems. 

In the sections following we discuss some moderators 
related to human physiology that are known to have vast 
effects on human-behavior and thus likely are important 
for human-like intelligence. These moderators also are 
such that physiological processes (i.e., a body) are needed 
at some level of representation to tractably model how 
these effects combine.  

We then provide an overview of an example model of 
the mind with a representation of physiology. After also 
discussing the importance of interacting with the world, we 
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conclude with a discussion and suggestions for a standard 
model that includes interaction with the environment.   

Moderators and modulators 
The human mind is implemented within a body. It follows 
that one may leverage this knowledge to build a standard 
model of the mind. This especially applies when one con-
siders that several behavioral bands (Newell, 1990) can be 
mapped to physiological processes that run somewhat in 
parallel and interact with the behavior seen in these bands. 
These bands include biological, cognitive, rational, and 
social.  

Including a model of these bands will help support mod-
eling stress and affect and emotion in a more principle 
way.  Previous work on modeling an architecture with an 
overlay of changes (Ritter, Reifers, et al., 2007) showed 
that this approach could be productively used to model 
how cognition changed for a single moderator.  The afore-
mentioned approach breaks down when multiple modera-
tors have to be modeled and combined.  

Stress 
Human minds are affected by various stressors across the 
day causing changes in several physiological systems. 
These changes cause several pervasive effects on cogni-
tion, affecting our ability to retrieve memories and select 
actions given various contexts (Sara & Bouret, 2012; 
Schwabe & Wolf, 2013). The cognitive effects also appear 
to interact with time course of processing, operating over 
several time-scales (Joëls & Baram, 2009). In addition, 
many of the systems directly affected by stressors also 
show cycles or rhythms that modulate their levels across 
various timescales (Walker et al., 2010). 
 It follows that these changes to the processing mecha-
nisms (or their physiological implementation) can be a 
form of adaptive response, affecting behavior in a way that 
allows a mind to accomplish its goals given a limited (and 
possibly threatened) set of resources. These insights of 
adaptation are not only important for a mind in a physio-
logical body, but any mind with limited resources. The 
representation of a body (particularly a model of physiol-
ogy) gives a straightforward, tractable way to explore in-
sights for these adaptations over the various timescales that 
human minds can be examined at. This also holds true for 
understanding behavior that can be particularly maladap-
tive (e.g., a cycle of perseverations). 

Affect and emotion 
Though several theories of emotion and affect exist, mod-
els and frameworks that describe systems at the primal 
levels (e.g., LeDoux, 2012; Panksepp, 1998) can be par-
ticularly useful for describing various aspects of emotional 

behavior from an architectural point of view. These models 
can be connected both to cognitive systems and physio-
logical systems, representing a wide-range behavior across 
various timescales. Figure 1 gives a high-level picture of 
how these affect representations may integrate with other 
systems. 
 

 
Figure 1. Levels of behavioral processes,  

modified from Panksepp et al. (2011). 

 
 In Figure 1, global modulating processes (e.g., those 
found in peripheral physiology, like cortisol) have bottom-
up effects on a more primal-process level affect, which 
then feeds up to a more cognitive level. These processes 
also cause top-down effects on “lower” processes. Cogni-
tive/secondary level systems can be modeled as interacting 
with these affective systems (e.g., see LeDoux, 2012; 
Phelps, 2006). This allows a fairly straightforward integra-
tion into existing research into models of the mind. Previ-
ous work has already explored connections between affect 
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and cognitive systems from a computational perspective 
(e.g., Zhang et al., 2009), albeit mostly without an architec-
ture perspective. Approaches like Zhang et al. (2009) that 
integrate within existing learning paradigms that are in 
many cognitive architectures (reinforcement-learning in 
the aforementioned case) can be particularly useful. This 
functional integration also creates a hierarchy of systems, 
something which can be useful for intelligent systems 
(Simon, 1996). 
The hierarchal interactions between these systems may 
provide a more general heuristic for the design of intelli-
gent systems, human and human-like.  

Physiology as a design heuristic 
Though one may consider the more straightforward rea-
sons for having a representation of physiology in a stan-
dard model, it is also useful to consider physiology for the 
use as a design heuristic of such a model. Similar to an 
argument made previously by Langley (2012) we may use 
physiology to limit the standard model. Indeed, some 
matches between (central) physiology and cognitive archi-
tectures have already been carried out that can be used to 
inform mechanism and model design (Anderson et al., 
2008). 
 Nonetheless, many aspects of physiology remain limited 
in their representation of models of the mind. Epinephrine 
can surge while facing unexpected maladaptive situations, 
and variables associated with the HPA-axis (e.g., cortisol 
and corticotropin-releasing hormone) show circadian and 
ultradian rhythms (Walker et al., 2010). These forms of 
cycles across time modulate the way we think and behave 
and are often adaptive to the environment (e.g., the effect 
of sunlight on circadian rhythms, Leproult et al., 2001). 
They serve as another form of adaptation, and can be seen 
as another form of memory of the environment. Though 
many of these physiological processes are evolutionarily 
old, they serve as a useful design heuristic for a standard 
model as the mind grew out of these adaptations over time. 
We have explored both of these ideas of extending the 
cognitive architectures, by both including a model of a 
body and how it supports and interacts with the mind. We 
also have extended interaction directly to an environment, 
attempting to create a cognitive architecture level of reus-
able capabilities.  To explore this approach, we have cre-
ated an example model of the mind with a body.  

An example model with physiology 
We have connected a model of physiology, HumMod 
(Hester et al., 2011), to a model of cognition, ACT-R 
(Anderson, 2007), resulting in the ACT-R/Φ architecture 
(Dancy, 2013). This architecture uses a theoretical frame-

work to tie the cognitive and physiology together from 
work in emotion and affective neuroscience (Panksepp, 
1998; Panksepp & Biven, 2012), which acts as a functional 
layer between the two systems and guides connections be-
tween physiological and cognitive processes. ACT-R/Φ is 
more so a functional extension of ACT-R and thus focuses 
on the ability to represent moderators and modulators in a 
coherent manner rather than using physiology as a design 
heuristic. Figure 2 gives a high-level picture of ACT-R/Φ. 

  
Figure 2. A high-level schematic of the ACT-R/Φ architecture. 

 ACT-R/Φ extends the ACT-R architecture with an Af-
fect and Physiology system. The Physiology system is 
composed mainly of the HumMod physiological model 
and simulation system, and a module. The Physio module 
keeps the cognitive and physiological systems synced in 
time, and contains functionality to affect subsymbolic 
quantities in the cognitive system directly.  
 The Affect system implements two systems from primal 
affect theory (which broadly represent an appetitive moti-
vational system and defense system) and a central memory 
system that associates affective state with memory ele-
ments. When combined with the physiological system, the 
affect system can represent interesting results like chang-
ing utilities and rewards due to homeostatic physiological 
change (e.g., see Dancy & Kaulakis, 2013). The architec-
ture also includes other representations to match human-
behavior (e.g., Dancy et al., 2015, discusses another set of 
connections showing how the two systems interact with 
each other), but these are out of the current scope. 
 Though the ACT-R/Φ architecture does not implement 
all of the many likely affective systems that modulate cog-
nitive (and physiological) systems, it provides a good start 
and is the first of such architecture to attempt to bring to-
gether these aspects. These representations were built in 
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separate disciplines, but nonetheless provide lessons and 
can be used to come closer to a cohesive standard model of 
the mind. The system does not yet have the particular ad-
vantage of the aforementioned design heuristic, but it is 
functionally useful and could be used for this purpose in 
the future.  

Interaction abilities 
Models within an architecture need a way to interact with 
the world.  This includes senses and motor output.  Agents 
within the standard model deserve to be able to interact 
with the world (Ritter et al., 2000).  Current architectures 
(e.g., Soar, ACT-R, EPIC) have capabilities in the architec-
ture for interaction noted as modules, but often these mod-
ules for interaction are fairly thinly implemented, some-
what abstract, and rather rarely used in their entirety.  For 
example, in the case of ACT-R, while it has a capability 
for interaction, modelers often revert to using rules directly 
to interact with a more local, limited, abstracted simula-
tion. In this case, set inputs are placed into memory with 
the associated aspects of active vision (Findlay & Gilchrist, 
2003) including the time and knowledge needed to look 
around and understand an object, and where actions are 
merely reported or their impacts are realized rather than 
performed and checked (we have been guilty of this our-
selves on numerous occasions, because the interactions 
would increase the programming effort required from 25% 
to perhaps 300% more work).   
 We would like to suggest that architectures should in-
clude a more complete model of interaction and that com-
puter screens are a minimum first step. St. Amant first put 
forward that computer screens have some particular value 
because they are regular, ubiquitous, and available to most 
models (St. Amant & Riedl, 2001).   
 Thus, we suggest that the standard model include simple 
interaction capabilities like those provided by SegMan 
(Ritter, Kukreja, et al., 2007; St. Amant et al., 2007; St. 
Amant & Riedl, 2001), to read letters and words, dialogue 
items and colors, and icons, and to move the mouse and 
click and to type.  The features of SegMan worth carrying 
forward are that it is relatively architecturally neutral (it 
has been used by Soar, ACT-R, and agent models), that it 
provides interaction with any task that can be put onto a 
screen, and that it can be extended (and will need to be).   

Conclusion 
Models of human minds will find including a model of the 
human body increasingly necessary.  It will particularly be 
necessary to model how behavioral moderators interact.  
Simple changes to the high-level architecture can model 

single moderators, but do not provide a principled way to 
combine moderators.   
 A body is also required to model interaction with the 
world. We are not arguing for robots per se, but arguing for 
modeling interaction on a detailed level at least with com-
puter screens. 
 General AI systems that have any realization as hard-
ware, such as a robot or an agent on a power-limited com-
puter, will also have to be tied to their physical realization. 
That is, they will not only have to use the vision and motor 
modules released as hardware, but they will be required to 
monitor the body lest they, to include a recent robot exam-
ple in the news, fall into a lake and drown, or more likely, 
fail to modify their behavior in time to get recharged. The 
complex processes interacting within this system will, 
similar to the human body, provide another representation 
of memory and adaptation that interacts with the normally 
represented architectural systems. 
 Including physiology and direct interaction mechanisms 
will both help constrain and validate the standard model. 
These additions may prove key to understanding how the 
human mind can occur in the physical universe and, in-
deed, how an intelligent mind can occur within any uni-
verse. 
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