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Introduction 
Modeling teams is becoming an increasingly active topic for 
the research communities of multi-agent systems, cognitive 
modeling, and decision making. Many research efforts have 
tried to use software-agents to model teamwork. However, 
we found little work has been done comparing different 
methods with common experiments. The Agent-based 
Modeling and Behavior Representation (AMBR) project has 
compared different cognitive process modeling in a military 
simulation environment (Gluck & Pew, 2001), but it has 
only examined single agent behavior so far.  In teamwork 
modeling, different architectures or models are often evalu-
ated with different domains, which are not comparable.  For 
example, STEAM (a Shell for Teamwork) used a helicopter 
combat scenario as a simulator (Tambe, 1997), while CAST 
(Collaborative Agents for Simulating Teamwork) used a 
Wumpus grid-world as its test-bed (Yen, Yin, Ioerger, 
Miller, Xu, & Volz, 2001). Consequently, it is difficult to 
evaluate teamwork performance between two architectures. 

As a first attempt to address the issue, we conducted an 
empirical study to compare team performance. First, we 
built agent teams with two different architectures: CAST 
and Soar. Then, we tested them within the dTank simulation 
(Councill, Morgan, & Ritter, 2004). dTank is a tank game 
simulator for agents in a distributed environment. In the 
experiments, we compared the agents’ knowledge and 
behavior. 

Teamwork Modeling 
We take a Unified Theory of Cognition (UTC) view of an 
agent as being composed of two parts: architecture and 
knowledge. We use the term architecture to refer to mecha-
nisms and structures that process content (knowledge) and 
generate behaviors.  

CAST.  CAST has been designed to study teamwork 
related issues emerging from teams with well-defined 
structure and process, distributed expertise, and limited 
communication in time-stress domains. It implements a 
teamwork model that enables agents to anticipate potential 
information needs among teammates and to exchange 
information proactively. For example, the precondition of 
the “attack-enemy” plan includes the location of enemy.  By 
sharing the condition knowledge, an agent will proactively 
deliver the location of detected enemy to other agents. 
Messages from CAST agents are realized through JAVA 
RMI with a Knowledge Query Manipulation Language or 
KQML format (Finin, Fritzson, McKay, & McEntire, 1994) 

that defines both the content of the messages and 
performatives of the communication. 

Soar. Soar is a general cognitive modeling architecture 
that is designed to model human cognition (Laird, Newell, 
& Rosenbloom, 1987). Soar does not include any particular 
functions for teamwork. However, there have been several 
models of teamwork created in Soar. For instance, Tambe 
(1997) and his research group developed STEAM—a team-
work model that is based on Soar and joint intention theory 
(Cohen & Levesque, 1991). Implementing teamwork 
models using Soar, such as STEAM and Team-Soar, require 
writing Soar rules to implement collaboration and commu-
nication. For example, STEAM includes about 300 domain-
independent Soar rules. For the purpose of this study, we 
developed a Soar team, which contains 22 productions 
encoded as communication knowledge.  

dTank Teams. For comparison, agents in the CAST and 
Soar teams have similar procedural and declarative domain 
knowledge. The procedural knowledge contains a two-phase 
plan: search and attack. A team of agents wander around 
and search for enemy tanks. Once an enemy is found, the 
team-members communicate to inform each other of the 
enemy location and to coordinate their attack. Next, team 
members attack the target together and destroy it. This 
process iterates until all the enemies are destroyed. 
Declarative domain knowledge includes moving directions 
and obstacle locations.  

Procedure.  Both the CAST and Soar teams compete 
against a group of simple agents.  We tested each team with 
the same scenario for 20 times. Each scenario is created 
with a randomly generated map and a set number of 
enemies. Agents’ actions are recorded for further analysis.  
The simple agents are also implemented in Soar, except that 
they have no teamwork but a simpler knowledge 
representation. 

Results 
In our study, team agents’ behavior is compared with their 
sequence of actions. In Figure 1, example agents are 
compared side by side. We find similar patterns for team 
operations across both teams. For example, initially both 
teams coordinate with a “hello-team” message, followed by 
a search plan that starts with a “turn” operator. This 
similarity results from equivalent collaborative knowledge 
included in both teams. We also noticed some consistency 
among attack behavior. For example, the circle in Figure 1 
indicates that agents from both teams have a similar aim-
and-shoot behavior pattern.  
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Figure 1: Behavior comparison by process model. 

By comparing the frequency of each operator (Figure 2), 
we found that the most frequent domain non-communicative 
operator of both teams is rotate-turret. Other operators have 
comparable counts except the operators that are specially 
designed for Soar agents such as finish-fire. The most impor-
tant and surprising difference is the communication opera-
tor, inform: a CAST agent communicates much more 
frequently than a Soar agent does. The CAST architecture is 
designed to communicate efficiently and a CAST agent 
should communicate less frequently. Why in this experi-
ment do we see a contradictory result?  

 

Actions F2_Soar F2_CAST
finish-aim-turret 22 0
finish-fire 5 0
finish-rottate-turret 12 0
fire 33 14
hello-team 1 1
inform 21 104
lock-target 5 0
move 11 14
receive-hello 1 0
rotate-turret 40 26
trace-target 6 0
turn 18 16
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Figure 2: Frequency comparison of operators. 

By examining the traces, we found the reason. A Soar 
agent needs to define the communication explicitly in 
productions. In this case, we defined the productions for 
communication after an agent locked onto a target.  In 
contrast, the communication policies in CAST are embed-
ded: whenever an agent observes a new piece of informa-
tion, it sends the information to others who may need this 
information. Therefore, although implementing team 
communication for a CAST agent is easy, it sends more 
messages and it can be less efficient than ad-hoc designs 
that are less verbose. More importantly, the difference 
suggests that some team behavioral differences are difficult 
to resolve either with knowledge or with architecture alone. 

Conclusions 
As individual models become aggregated into teams of 
models, comparing architectures for teamwork modeling 
will become more important for cognitive engineers making 
decisions on choosing tools and implementing models. 
Through a set of experiments, we compared two architec-
tures and their behaviors.  Compared with Soar, CAST has 
more features that are designed specifically for modeling 
teams, and performed well where increased communication 
was useful.  

Furthermore, we grouped the knowledge into 
domain-dependent knowledge and domain-independent 
knowledge.  The domain independent knowledge is needed 

to compliment certain features from the architecture.  In the 
Soar team, for example, knowledge about how to aim a gun 
at an enemy is domain-dependent; knowledge on how to 
compose messages is domain-independent. In CAST, com-
munication is a part of the architecture. Therefore, the 
boundary between domain-independent knowledge and 
architecture can be blurred.  Different architectures may be 
able to capture or use different domain-dependent knowl-
edge.  When we compare the knowledge coded for CAST 
and Soar, we find that Soar can incorporate more produc-
tions for making choice decisions. 

Although the above findings are not conclusive, we have 
learned lessons on the relations between architecture and 
knowledge. (a) By including equivalent knowledge, a Soar 
team can perform collaborative behavior that is partially 
similar to a CAST team. (b) Some team behavioral 
differences are difficult to resolve with knowledge alone. (c) 
The experiments suggest that capturing teamwork behaviors 
as a part of the architecture or as a part of the agent’s 
knowledge is important and perhaps equivalent decision 
choice for team modeling. (d) Human teams may vary on 
the teamwork behavior. Is it also affected by differences in 
knowledge? The question will motivate us to collect human 
data and compare with the models. 
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