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Cognitive models provide a means for applying what is known from psychology to the
design of interfaces, thereby improving their quality and usability. Existing uses of
models include predicting time and errors for users to perform tasks, acting as embedded
assistants to help users perform their tasks, and serving as surrogate users. Treating the
design of human}computer interfaces as a form of engineering design requires the
development and application of user models. A recent trend is for models to be built
within the "xed framework of a cognitive architecture, which has been extended by the
addition of simulated eyes and hands, enabling the construction of embodied models.
Being embodied allows models to interact directly with interfaces. The resulting models
can be used to evaluate the interfaces they use, and serve as explanations of users'
behavior. The papers in this Special Issue point to a new route for the future, one in which
models built within embodied cognitive architectures provide information for the design
of better interfaces.
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1. Cognitive models in HCI

Computational cognitive models are simulation models realized as computer programs
that mimic the performance of human cognitive skills. They can exhibit a wide variety of
behavior, ranging from reactive behavior (Jones, Laird, Nielsen, Coulter, Kenny & Koss,
1999; Sloman & Logan, 1999) to deliberative problem solving (Peck & John, 1992;
Lohse, 1997; Sloman & Logan, 1999). There are now cognitive models that include
emotion and other behavioral moderators (Jones, 1998; Jongman, 1998; Belavkin, Ritter
& Elliman, 1999; Ritter & Avraamides, 2000), and others that simulate developmental
processes (Jones, Ritter & Wood, 2000) and predict errors (Gray, 2000). Cognitive
models are increasingly able to interact with an independent simulation of their external
environment. It is now possible to study how interactive behavior emerges out of the
constraints and opportunities provided by the interaction of embodied cognition with
the task being performed and with the artifact (interface or device) provided to support
task performance. This capability for interaction opens up the possibility of applying
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models to human}computer interaction (HCI) in a more direct way than has been
feasible so far.

In this introduction to the Special Issue on using cognitive models to improve interface
design, we "rst examine the current use of models in interface design and review recent
trends. We then outline a newly emerging role for models and indicate how each of the
papers in the Special Issue contributes to this vision.

1.1. MAIN WAYS IN WHICH MODELS HAVE BEEN APPLIED

John (1998) lists three main ways in which cognitive models have been applied to HCI: to
predict time and errors, to assist users and to act as surrogate users.

The "rst way to apply cognitive models in HCI is to use them to predict relevant
aspects of human performance, such as time and errors (e.g. Howes, 1995; Sears, 1993).
The Keystroke Level Model, and particularly the GOMS family of models (Card, Moran
& Newell, 1983; John & Kieras, 1996) have been deployed successfully in the laboratory
and in industry. These are descriptive models that predict the time to perform tasks with
an interface, perhaps even before the interfaces are fully built and committed to. They
themselves do not indicate how the information processing required to perform the task
will be done. These analytical models can help create and choose better designs,
sometimes saving millions of dollars (e.g. Gray, John & Atwood, 1993). New tools are
emerging to help make the application of such models more tractable, and hence allow
them to be used more routinely (Beard, Smith & Denelsbeck, 1996; Williams, Sever-
inghaus & Clare, 1998).

The second way is to use cognitive models as embedded assistants to help human
users. In particular, computational process models*that is, those that simulate how
users perform a task by actually performing it themselves*can be used to guide the
interaction in order to help users with their tasks. A practically important application of
such models is as &&cognitive tutors'' in school education (Anderson, Corbett, Koedinger
& Pelletier, 1995). These models know what task the student is attempting, and can
provide specialized support based on that knowledge.

The third way is for models to substitute for users. Computational process models
specify the information needed to perform a user's task, the way that information is
processed, and the steps taken to perform the task in detail. These models are functional
in the sense that they can themselves perform the task and can show how di!erent
designs lead to di!erent behaviors, what knowledge should be included in manuals, and
why users have trouble with particular activities. This type of cognitive model has been
used to populate synthetic environments (Pew & Mavor, 1998), for example to simulate
"ghter aircraft crews (Jones et al., 1999). Other researchers have proposed employing
models as simulated users to test interfaces (Byrne, Wood, Sukaviriya, Foley & Kieras,
1994; Lohse, 1997; St. Amant, 2000; Gray & Fu, 2001), but the technique has not been
widely adopted.

1.2. RECENT DEVELOPMENTS SUPPORTING MODELS AS USERS

The possibility of employing cognitive models to test the usability of interfaces has
a relatively long history (Card et al., 1983; Kieras, Wood, Abotel & Hornof, 1995a;
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Kieras, Wood & Meyer, 1995b; Olson & Olson, 1990; Wherry, 1976). One of the most
important features of the idea is that user models can be used to make quantitative
predictions about user behavior and comparative predictions between interfaces.

Descriptive cognitive models have been developed for making predictions about user
performance (such as time and actions to perform a task) at the computer interface.
Many of these models are reviewed by Howes (1995). For example, Task Action
Grammar (Payne & Green, 1986) predicts the relative speed of learning variants of an
interface, and GOMS models can be used to predict how long it will take an expert to
perform a particular task. Typically, however, such models have not been developed as
process models under the constraints of an explicit cognitive architecture.

Computational process models, such as models of menu exploration (Rieman, Young
& Howes, 1996), browsing (Peck & John, 1992), and analogical reasoning (Rieman,
Lewis, Young & Polson, 1994) interact with their own interface simulations, which while
interesting in their own right, do not provide any support for applying the models to
additional interfaces. These and other examples have generally been small e!orts and
have had limited impact because they are not yet easy enough to use, do not incorporate
su$ciently comprehensive theories, and do not work with already existing interfaces or
designs in progress.

Two developments of the last decade have radically altered the nature of the models,
the way in which cognitive modeling is done, and the models' potential applicability to
HCI. One development is the emergence of cognitive architectures, the other is the
addition of simulated &&eyes and hands'', which creates an embodied or integrated (Pew
& Mavor, 1998) cognitive architecture.

1.2.1. Cognitive architectures. A recent trend in work extending the state of the art on
modeling users has been to cast the models within a cognitive architecture. A cognitive
architecture embodies a scienti"c hypothesis about those aspects of human cognition
that are relatively constant over time and relatively independent of task. Examples range
from architectures claiming broad scope, such as Soar (Newell, 1990) and ACT-R (Ander-
son & Lebiere, 1998), to more specialized ones such as C}I (Construction}Integration:
Kintsch, 1998). The alternative to working with an architecture is for the analyst to
implement a user model directly in some programming language, such as Lisp or C,
chosen for its ease of programming and its convenience for expressing the model, but not
for its theoretical contribution.

In models built within a cognitive architecture, part of the content of the model is
supplied by the architecture itself, while the rest is supplied by what the analyst has to
add to the (generic) architecture in order to construct a (speci"c) model. All models
constructed within a given cognitive architecture share the features of that architecture.
What distinguishes one model from another is the extra information that has to be
provided in order to de"ne a particular model within the architecture. The theoretical
content of the model is distributed between the cognitive architecture and the knowledge
added to specify the model (Howes & Young, 1997).

Constructing a user model within a cognitive architecture o!ers various advantages to
the modeler. The cognitive architecture constrains, or biases, the kinds of models that
can be constructed within it. One of the consequences is that the constrained models
serve to identify what knowledge is needed in order to perform the tasks being analysed,
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what information is drawn from the environment, and what knowledge is inherent to the
problem solver.

Furthermore, because all the models built within a given cognitive architecture share
certain assumptions (namely, those embedded in the architecture), it should be easier to
integrate separately developed models of narrow scope into a coherent, single model of
broader scope. Over time, this should allow the development of libraries of behaviour
idioms and partial models, which in turn will ease the task of constructing new models.

Another advantage is that cognitive architectures typically provide cognitive mecha-
nisms and resources that are also relevant to interface use. Such measures can include:
the working memory load when using the interface to accomplish a task; the time taken
to learn an interface; what gets learned; and the causes and types of errors in using the
interface.

Finally, cognitive architectures provide a basis for teaching designers about
users. Cognitive architectures provide a coherent theory of what generates human
behavior. This theory can support designers' understanding of users as components
of interactive systems in terms similar to other components of the systems (Duke,
Barnard, Duce & May, 1998; Barnard, May, Duke & Duce, 2000). Designers can refer to
the architecture and its behavior for answers to both general and speci"c questions about
users.

1.2.2. Embodied cognitive architectures. Another trend in creating cognitive models is to
embody them, that is, to give them a way to interact with a real or simulated world. Such
embodiments have typically provided models with simulated eyes and hands as part of
a cognitive architecture (Kieras & Meyer, 1997; Byrne & Anderson, 1998; Ritter, Baxter,
Jones & Young, 2000). Other modalities including hearing and touch are sometimes
included (e.g. Salvucci's model, this issue) and will need to be added more routinely in the
future. This approach contrasts with earlier work where either simple tasks were
represented entirely within the model, or inputs were provided in pre-processed form and
outputs were treated as atomic and errorless no matter what their complexity.

Providing models with eyes and hands helps the models behave more like users with
respect to timing and with regard to the problems of interacting with an interface.
Having eyes and hands forces the models to interact in order to extract information from
their environment, and they have to interact and sometimes solve problems to implement
their actions. Additional knowledge is required, and new behavior emerges because not
all information on the display is immediately available, and not all steps can be carried
out as simple actions. Thus the models are situated in an environment because not all of
their behavior is internal. Much of their behavior arises from interaction such as "nding
information in a visual scene or targeting the mouse.

There are several advantages to providing cognitive models with simulated eyes and
hands. It leads to the creation of better psychological models because the models are
more complete and have access to a richer world. Because these embodied models are
more complete they can be more widely applied as substitutes for users in studies,
simulations, and games. Such models may also be better for helping users because they
more accurately re#ect what users are doing and what their goals are, including those
concerning interaction. Finally, these embodied models can be more readily applied to
predict the use and usability of interfaces because it becomes easier to put the model in
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contact with an interface to be evaluated. The papers in this Special Issue demonstrate
most of these advantages.

2. An engineering approach to HCI design

We believe that HCI design should be viewed as a branch of engineering design (e.g.
Dowell & Long, 1989; John & Kieras, 1996). In their seminal work, ¹he Psychology of
Human}Computer Interaction, Card, Moran and Newell (1983, p. 11, 12) identi"ed design
as &&where the action is in the human}computer interface''. Moreover, they proposed that
&&2the primary professionals*the computer system designers*be the main agents to
apply psychology''. This is merely following the history of good engineering practice in
other disciplines where, for example, chemical engineers have come to understand the
need to apply the relevant chemistry in the building of process plants and electrical
engineers apply the relevant electronics knowledge. The natural corollary is that user
interface designers have to understand and apply the relevant psychology in designing
human}computer interfaces. Doing this by hand can be di$cult. In order for it to be
done routinely, the designer must have tools and support for exploring design trade-o!s
easily.

2.1. DESIGN TOOLS IN ENGINEERING

In many areas, designers routinely create models to understand trade-o!s better. Because
design is essentially an iterative process, these models can then be tested and the resultant
feedback used to modify the design. This use of models is as true of civil engineering,
where scaled physical models of structures may be tested in wind tunnels, as it is of
electronic engineering, where the model is based more on information than on materials
and is often computer-based. When much knowledge is needed or many details need to
be tracked, automated tools are nearly always used.

In some design domains there are already a number of automated design support tools
in existence. For example, the age of heuristic evaluation of electrical circuits has long
passed. Tools like SPICE (Thorpe, 1992) provide the electrical engineer with a tool to
describe a circuit and include a theory describing how that circuit will behave given a set
of signal inputs. Although SPICE does not directly give hints on how to improve the
circuit, it does provide displays of the circuit's performance. Depending on the version of
SPICE, other outputs may also be generated, for example: components used, possible
timing problems, and violations of design constraints such as minimal distance between
components. In the hands of a designer, it can be used to identify the parts of the circuit
that are likely to fail, con"rm that the circuit will perform the required task, and assist in
understanding the circuit's behavior. Rarely does a circuit need to be physically built and
tested in order to see if and how it works.

In order to simulate a circuit, SPICE requires several things: a full speci"cation of the
circuit, a description of the components that will be used in the circuit, and a speci"cation
of any input wave forms the circuit will see. It includes a unifying theory of how the
components interact with each other. We believe that we can start to map some of this
approach across to interface design by using embodied cognitive architectures to realize
the components of the user model and provide a theory to tie them together.
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2.2. EXISTING HCI DESIGN TOOLS

While the ability to evaluate user interfaces routinely does not yet exist, a few tools have
been developed to facilitate the assessment of interfaces with user models as part of an
iterative process of interface design. There are two areas that provide lessons for our
work: tools that examine existing interfaces, and tools that include cognitive models.

2.2.1. Tools that directly analyze interfaces. Shneiderman and his colleagues (Mahajan
& Shneiderman, 1995) have developed a set of tools to analyse and evaluate interfaces
implemented in Visual Basic. These tools examine the Visual Basic code and detect
inconsistencies in the interface, the use of synonyms, variant capitalization, and misalign-
ment of graphical items. The designer then can use these reported errors to improve the
interface. Working directly with a popular prototyping language allows these tools to be
applied quite widely. The tools perform only a static analysis of the interface, however,
and are currently limited to testing relatively simple properties. Indeed, they can be
regarded as implementing the most basic of style guidelines.

A model-based approach to evaluating user interface design has already been em-
ployed in a number of tools that focus mainly on interface development, such as
HUMANOID (Szekely, Luo & Neches, 1992, 1993). Other design tools have included
support for static evaluation of the resulting interfaces. For example, USAGE (Byrne et al.,
1994) incorporates a formal analysis technique to evaluate interfaces created in an
interface design environment.

2.2.2. Tools that include cognitive models. Some existing tools employ user models to
evaluate interfaces. These have included declarative models, such as the keystroke model
(Nichols & Ritter, 1995) and GOMS (Beard et al., 1996; Williams et al., 1998), that make
predictions about total time given a description of the user's behavior; performance
models that predict what aspects of cognition are used in performing a task (May,
Barnard & Blandford, 1993); and process models that, by actually performing the task,
predict behavior, time, and resource usage (Huguenard, Lerch, Junker, Patz & Kass,
1997; Kieras et al., 1995b). The value of employing architecturally based cognitive models
to help the design of the interface has been demonstrated with the cognitive simulation
model COSIMO (Cacciabue, Decortis, Drozdowicz, Masson & Nordvik, 1992).
COSIMO utilizes a blackboard architecture to provide the required level of #exibility and
modularity, and to allow it to model the various types of cognitive functions, such as
information seeking and monitoring, performed by operators of a nuclear power plant
simulation.

APEX (Freed & Remington, 1998, 2000) is a tool for modeling and simulating human
operators in task environments that demand reactive, multitasking behavior. It is
intended for use at an early stage in the process of designing interfaces and procedures
where its ability to identify certain usability problems can have the greatest bene"t. It has
been applied so far to cockpits and air tra$c control systems. It includes a model of
high-level cognition for deciding and controlling action that is part of an embodied
architecture. The interfaces it can interact with are built with a special UIMS. Users
cannot interact with the same interface, although analysts can watch the model interact
with the interface. APEX has moved some way towards being able to model the e!ects of
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interaction, showing how visual displays can support problem solving and how errors
can arise in air tra$c control.

Perhaps the most signi"cant and current e!ort in automatically applying user models
to interfaces is GLEAN (Kieras et al., 1995a). It is an environment consonant with our view
that designers should be able to automatically and routinely evaluate interface designs.
In this tool, the designer inputs a GOMS description of the user's tasks, a set of benchmark
tasks, and an abstract representation of the interface. GLEAN then generates usability
metrics in two ways. The static GOMS descriptions provide measures of learning time and
interface consistency. Simulating the user}device interaction provides usability metrics
such as execution time.

GLEAN does several things well. It appears to make GOMS models*an already robust
approach*easier to use, and it automates their execution. It can also amortize the
creation and use of the models by providing some of them in libraries. Finally, it provides
multiple types of information to designers.

There are several ways GLEAN could be improved. The user model does not directly
interact with the interface being developed. Currently, the designer must create an
additional representation of the interface for the model. The need for this separate,
abstract copy makes it harder to develop variations of the model that use di!erent
aspects of the interface, for they would require modi"cations to the abstracted interface
as well. It also does not yet support the modeling of perceptual features (and perhaps
certain forms of visual search), of how learning occurs, and of how errors might arise
from lack of knowledge or problems with perception and action. It does, however,
partially illustrate what such a tool would look like.

2.3. THE FUTURE: MODEL-BASED EVALUATION OF INTERFACES

The recent availability of embodied cognitive models (i.e. cognitive models equipped
with simulated eyes and hands, as discussed in Section 1.2.2) opens the way to a funda-
mentally di!erent approach for applying models to interface evaluation. Figure 1 shows
the relationship between an embodied model and the interface that the user sees.
Although the model does not physically use the input devices of mouse and keyboard or
optically see the display, so far as the running software is concerned it does use the same
interface: it has access to the information on the display, and it generates events that are
interpreted as key presses and mouse clicks.

Unlike a descriptive model, an embodied cognitive user model applied in this way itself
performs the task. In consequence, it has unique contributions to make to the evaluation
of an interface. First, embodied models can provide automatic evaluation of aspects of
the interface that depend upon the user's dynamic performance, rather than being
restricted to static measures. This broadens the range of aspects of the interface that can
be checked. Second, because an embodied user model interacts directly with the interface
and produces an unfolding performance comparable to that of the user, this kind of
model can serve to put designers into contact with the user's situation*can help locate
designers in the user's shoes*better than descriptive, less dynamic tools for evaluation
that designers have to apply by hand. Third, this form of evaluation can be carried out
directly with an early version of the interface, without requiring the construction of
a simulation or other redescription of the interface.



FIGURE 1. Components necessary for creating a system to provide an automatic user. Not shown is an
environment to create and manage user model libraries.
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2.3.1. Relationship to user testing. Initially, the application of user models to evaluate
interface designs will complement user testing as currently performed. Simple and
common problems will be found by the models, and more complex problems in more
complex parts of the interface will continue to have to be found by user studies. But in the
medium to longer term, one of the advantages of this approach is the reduced depend-
ence on gathering user data. In other areas of engineering, the use of simulations has
drastically decreased the need for physical models in design.

Using models to test interfaces may currently be more expensive than running
subjects, but when the approach is fully implemented the situation will reverse. Running
users is inherently expensive, and su!ers several other disadvantages. Subjects new to an
interface can use it only for a short period before they are no longer new to it. These
subjects cannot be rerun on a variant interface for comparison because of the interference
from their previous learning. There can be large di!erences between subjects that are not
apparent a priori. But most of all, data from users can tell the designer only what happens
with a given interface; a model can also tell why it happens, providing directly useful
feedback to the designer about where and how to improve the interface (Young, Green
& Simon, 1989). This ability of models, unlike usability tests, to explain results makes
them applicable to the interactive behavior that emerges from a wide range of tasks and
interfaces.
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Finally, there is the question of time. Allowing the model to interact with the interface
in the same way that a real user would, generates behavior that mimics real users. One
particular advantage is that the model's behavior can be generated and recorded in
simulated real time. This contrasts with the gathering of usability data using video
analysis, where not only is the data gathering resource-intensive, but the transcription of
the collected data typically takes an order of magnitude longer than the data gathering
itself.

The need for user testing will not disappear, but its role will change. Instead of being
applied directly in the process of iterative design, it will be used mainly for the initial
development and validation of models. Direct user testing will be con"ned mainly to the
"nal acceptance of a new design.
2.3.2. Limitations of the approach. The approach being proposed here has limitations,
even beyond any limitations in the models themselves. Some of these limitations can be
resolved with further work, but others are inherent to the approach.

There is a need for designers to work with preliminary and sketchy designs, at an early
stage of the design process. Some interface evaluation tools have supported work with
outline designs, others have not. As we are interested in the dynamic behavior of
interfaces, having models interact with sketchy designs requires the development of
a qualitative theory of interaction, which will provide an additional set of challenges
(Barnard et al., 2000). Initially, we may have to accept an incomplete tool that supports
only iterative design and testing with complete interfaces, as is true with SPICE, and rely
on experience with the tool to improve the designer's ability to apply the theory earlier in
design. Where development is based on existing software and is not done from scratch,
the models will have a place to start, even before the new designs are complete.

A model-based interface evaluation tool will still require a knowledgeable designer.
Designers will have to understand the theories their tool implements, which in this case
are theories of the user as represented by cognitive architectures. To make use of the tool,
the designer will also have to understand the design space and the trade-o!s inherent in
it. For example, even with an interface evaluation tool as a computational aid, choices
between the ease of use of the interface by experts and the learnability of the interface by
novices still have to be made by the designer. This need for a knowledgeable designer to
make informed choices is inevitable, so long as interface design problems remain without
agreed or best solutions to multiple criteria. In areas where "xed solutions can be o!ered,
these solutions can be incorporated into the modeling tool as they are in other engineer-
ing design tools.

Using cognitive models to interact with interfaces focuses on user behavior at a de-
tailed level of interaction. Modeling interaction is currently a rather restrictive and
specialized corner of user modeling that will be appropriate mainly, for example, when
the user's time is expensive, errors are critical, it is di$cult to run a usability study, or
there are many potential users. The approach does not currently support higher order
e!ects that occur in group work (although, see Carley 1996), but these may be important
in the future. As interface design becomes more routine and becomes more like other
areas of design, designers will increasingly care about the details of interaction (Gray
& Boehm-Davis, 2000), just as other designers do when there is enough knowledge to
evaluate designs and when all costs, including user's time and errors, are important and
can be measured and adjusted.
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3. The papers in this special issue

The papers included in this Special Issue illustrate several of the components necessary
to move the approach forward. The "rst paper, by St. Amant and Riedl (2001), shows
how tying models to interfaces can be supported in a general way through the applica-
tion of simple vision algorithms. When complete, this approach will provide a way for
models to interact with a wide range of interfaces. The second paper, by Byrne (2001),
presents a general theory of interaction that has been incorporated in the ACT-R cognitive
architecture. It provides additional support for the results to be reused widely and
provides a set of mechanisms and constraints from psychology. The "nal paper, by
Salvucci (2001), illustrates what the application of these models to interface design might
look like. The paper investigates how two di!erent car phone interfaces a!ect driving
behavior.

3.1. TECHNICAL FOUNDATIONS FOR MODELING INTERACTION (ST. AMANT & RIEDL, 2001)

In order for an embodied model to use the same interface as the user, it must be able to
see the same things on the display as the user does. Early work achieved this aim by
instrumenting an individual interface with function calls. At present, it can be done in
a fairly general way by accessing the internal structures in the interface (Byrne, 2001;
Ritter et al., 2000).

A more general and robust approach is to allow direct access to input and output
devices, such as the display screen and the mouse. Doing so provides a way for a model to
manipulate all interfaces in an interactive system. The biggest challenge lies in interpret-
ing the bitmap as a collection of meaningful objects, such as scrollbars and buttons.

St Amant and Riedl's paper on &&A perceptual/action substrate for cognitive modeling in
HCI '' shows how such a technique enables models to interact with the same interface as
users. This work has been used to tie models and agents to interfaces, and is available (as
noted in the paper) for reuse by others. It supports the aims of allowing models to cover
a more complete range of human behavior, including perception and action, and of
providing models with access to a richer world. It permits the possibility, for example, of
tying ACT-R models to any interface that runs on a PC. Doing this will allow models
routinely to use interfaces built by others.

3.2. INCLUDING INTERACTION IN A COGNITIVE ARCHITECTURE (BYRNE, 2001)

Once the model has access to objects on the display, it also has to be constrained to see
only as much as users do and to encounter the same limitations. The model also has to be
tied closely to a cognitive architecture because perception, cognition, and motor behav-
ior are closely entwined. Embedding the simulated eyes and hands in an architecture
creates an embodied architecture.

Byrne's &&ACT-R/PM and menu selection: Applying a cognitive architecture to HCI ''
describes ACT-R/PM, a set of perceptual and motor modules for the ACT-R cognitive
architecture. These modules focus speci"cally on the &&eyes'', both input (vision) and
motor (eye movements), but also include a hand to type and to move the mouse. They
allow commands to be sent to the perceptual and motor modules and performed in
parallel, and they incorporate some established constraints on performance.
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The resulting behavior is not perfect, but each new version of this perceptual-
motor architecture covers more and more of the relevant human behavior. Byrne's
paper provides an example application, and other applications have been and are
being developed. Numerous models are starting to use these eyes and hands, and
they featured prominently in a recent conference on cognitive models (Ritter, 2001).
ACT-R/PM models have also been used to compare interfaces: our "nal paper provides an
example.

3.3. APPLICATION OF A MODEL USER TO COMPARE INTERFACES (SALVUCCI, 2001)

Salvucci's paper on &&Predicting the effects of in-car interface use on driver performance:
an integrated model approach'' provides an illustration of the approach being applied to
an important real-world task. The model is set up to explore how di!erent dual tasks and
di!erent interfaces for the secondary task modify the primary task to a greater or lesser
degree. The model shows that simultaneously driving and using a car phone leads to
degradation in both tasks. The model quanti"es the e!ects, and shows how and why the
e!ects of dialing on driving vary between carphone interfaces. The resulting prediction,
that voice input car phones are safer in that they reduce driver variance, provides exactly
the type of help we hope for from such models.

The resulting model is one of the best current models of driving behavior, particularly
with regard to dual-tasking. This is partially due to the fact that the model can interact
directly with a driving simulator and a car phone simulator that users can interact with
as well. The resulting model could also be used to drive cars in the simulation to study
group behavior when several drivers are dialing phones.

4. Conclusions

The papers in this Special Issue lay the foundation for, and illustrate, an approach using
embodied cognitive architectures to provide a framework for integrating what is known
about users in the service of interface design. The resulting user model can interact with
the interface to help guide design. These papers include several state-of-the-art examples
of models built within integrated cognitive architectures. They use simulated eyes and
hands to interact directly with the interface being evaluated.

These papers also suggest places where further work is required. The models of
interaction themselves will remain incomplete for some time. For example, the models of
perception are incomplete in numerous ways. The current models have trouble seeing
white space (where objects are not) and seeing emergent features. The models learn, but
they could learn more. They perform several di!erent tasks, but they could perform more
tasks. The models, while they are becoming easier to apply and more general, could be
even easier to apply and even more applicable. The reuse of models and the creation of
libraries of user models remains an open area of research and application. Finally, an
application environment to deliver the models to an HCI designer is necessary. Such an
environment would allow the designer to specify the tasks that a user model will perform,
and help the designer interpret the model's behavior.

The route towards model-based evaluation of interfaces will not be short and even, but
the work presented by the papers in this special issue shows that it has become more
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feasible. The collection shows that models can be tied directly to human}computer
interfaces, and that when they are, the models can provide useful predictions of how users
will behave. In time, the routine application of user models in HCI design will provide
a way to create better interfaces.

Suggestions and comments from Mike Byrne, Michael Freed, Wayne Gray, and Dario Salvucci
have signi"cantly improved this Introduction. Gordon Baxter helped develop this work during
numerous discussions. We also would like to thank the reviewers of all the papers submitted to this
Special Issue.
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