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ABSTRACT: Typically, the desjn d cognitive moded has not enphasizé the role o interfaces far describing the
models behavior. Modek tha populate synthetic environmenare paticularly compéx and reed suport in this area
Using a variey of subjeckmatte experts v evaluatd the useof the Stuation Awarenss Pank(SAP) as a tod for
inspeding the béaviar and reasoning bSoa agents n a JSA simuldion. We gatherd suggestios on hov to
improve future implementeons d the SAP from expers in a variey o discidines includingmilitary pilots cogritive
psychobgists an HQ specidist, a logistic specidist, and a sétware designerBecaus d their diversity, we fourd tha
all were able b repott unigue problens with the interface and thus nav sugges abou twice as nany exgerts ke use
for evaluatiors than wee prevously suggesig and tha the expers sould vary in ther perspective We used ther
behavio and repors o devebp a tak analyss thd can be usé as a generdguide fa future desigs o use interfaces
for cognitive nodek in generdand for the desjn d interfaces fa modek in synthett environmerst in particular. We
sugges this gproat o having mdtiple types d expers review an interface @& a generd mettod fa improving
compekx interfacs sut as interfaces to cognitve nodels.

surogae users Modek with humanlike behavio can
replacehumars in mary stuations ranging from cognitive

1. Introducing Evaluating Interfaces Using
tutoring [1] to usaldity testirg o interfaces [20 23]

Multiple Expert-types

Newell’'s [9] call for a unified theoy of cognition ha led
to a nev way of resard in ognitive psycholgy.
During the lag two decades mary resarches hae starte
to examire psychologidaphenomen throudp situaton
specific theoris tha they implemen as compute
programs  The® theories cdled ogntive models
reman confinel to the constraird imposel by grand
theories d cogntion, generdly known as mgnitive
archtectures.

Cognitive arclitectures and cogritive modet hae bea
usal extensivel as nmears far exploring the mechaniss
involved in human ogntion. However cogritive nodels
hawe teen alo bult with the god of being use &

The use © cognitive modet as strogake uses is
especidly appeding for situagions whee humanexpettise
is costy or difficult to recruit Military training ha keen
one d those fields tha typically require a greaamourt of
human resouces Cognitive modelhg provides a
dternative avenue fo supportig military training.
Cogritive modet & intelligent agens can populag
syntheic envionmens represeting sone a dl of the
ertities involved in red combats thus enabling the use b
realidic environmers for training purposs [14, 19]. Ore
sud atemp has keen the TacAirSoa systen [24] which
employs cognitie nodek devebped with the Soa
cognitive architecture [79] to simulae the behavio of
military personnkin fixedwing aircraf missions The
benefts d using TacAir-Soa are particulary evider in
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large-scde simulation exercises in which many of the
entities involved can be driven by Soar models instead of
human users. For example, up to 3,700 computer-
generated forces were involved as both friendy and
enemy entitiesin the Stow *97 exercise [6].

While using cogritive models to either answer
psychdogicd questions or to replace human users
provides grea advantages, serious problems have been
identified as well. One of the problems is the limited
reuse of cognitive models. It seems fair to say that
cogritive models are nat typicdly used by researchers
other than the ones who developed them. Part of the
problem can be dtributed to the ladk of graphicd-user
interfaces for many of the models developed [17].
Without graphic displays, observing and understanding
the behavior of the agritive models is restricted, which
can contribute to limiting their adoption by others.

The nonroptimal design or the total absence of graphicd
displays tha are needed to make the behavior of the
models visible, make the vaidation of the modds
problematic & well. Subject-matter experts, who are not
programmers themselves, have difficulties evaluating the
behavior of the model based on traces of the running
program. In order to understand the model, these users
neel a deaer form of output.

The neel for improved user interfaces for cognitive
models is particularly important for models that populate
synthetic environments. These enwvironments are typicdly
loaded with such a grea number of computer-generated
forces that their behavior mugt be eaily observable if itis
to be understood. As Ritter, Jones, and Baxter [17] paint
out, graphicd user interfaces have led in the past to new
understanding about the behavior of models. When a
graphicd interface was added to Soar [18], it becane
evident that the Soar models sached through the
problem spaces hierarchicdly rather than spending much
time seachingin asingle ore.

The present study tested one such graphicd interface [5].
We reauited a number of subject-matter experts from a
wide variety of related fields and asked them to observe
the behavior of Soar agents tha fly fixed-wing aircraft
missions in a JSAF simulation. Their understanding of
the model in some caes led to a type of Turing-like test,
where they were atempting to judge if the mode' s
behavior was smilar to ahuman' s.

We have used comments on ways to improve the spedfic
graphicd interfface & well as their behavior with the
interface to provide alist of suggested improvements. We
have aso creaed a task analysis that can be used to
improve the design of the interface we studied and of
modeling interfaces in general, based on their comments
and ou own experience with models.

2. Expet Evaluations of the Situation
Awareness Pand (SAP)

The goal of the projed was to understand and improve the
Situation Awareness Panel (SAP) [5] as a tod for
inspeding the behavior and reasoning d the Soar agents
that populate the JSAF simulation environment. Our
attempt was focused on the validity and usability of the
SAP, but our results make suggestions for other interfaces
and for other modeling architedures.

Vdidity refers to whether the type of information
displayed on the SAP is truly in the avareness of actual
pilots engaged in air combat. Usability refers to whether
people using the SAP can understand the model based on
what they can see through the SAP.

In order to examine these isaues we reauited people with
a variety of expertises and asked them to perform a
number of basic tasks while observing the awareness of
the agents during a preprogrammed scenario. In addition
to expert pilots, our list of participants included experts
from various other domains that we thought were rel ated
to different aspeds of the JSAF simulation. Such domains
included cogritive psychdogy, geographicd information
systems (GIS), human-computer interaction (HCI),
software development, and the military. Our goal was to
asemble amultidisciplinary pod of experts in order to
get feadbadk about the functioning d the SAP from a
variety of perspedives.

This work is smilar to a variety of evaluation techniques,
including heuristic evaluation, cognitive walk-throughs,
and semi-structured interviews with the aldition that we
used a wide variety of experts. This work creged in a
task analysis as aresult rather than being based on ore.

2.1. Cognitive walkthroughs, heuristic evaluation, and
semi-structured interviews

There is a variety of approades that we could have used
to examine the usability of the SAP interfface We oould
have done atask analysis [21] if we had a list of what
tasks users were performing, but we were atempting to
cregde such a list. We were nat trying to optimize
performance, per se, so timing users on tasks was nat
appropriate dther. We were not just looking at leaning
of it, as our users would either just be watching it for the
first time in a demo (with very little learning, we would
hope), or would be working with it for awhile (with quite
extensive leaning) and did not have atask anaysis in
hand, so cognitive wakthroughs [15] seemed not quite
appropriate ather.

In the end, we did what could be described as guided
heuristic evaluation. We prepared a subset of tasks that



we knew the interface would be used for. We had
patential and existing users and a variety of usability
experts (broadly defined) perform these tasks with the
interface.  We observed these users and also had them
comment on the problems they had. After performing
these tasks, we debriefed them in order to find out what
other tasks they would like to have been able to perform
with the interface In some caes, they could do these
tasks, in ahers, we were @le to add these tasks to ou
devedoping task andysis. In some ways, our approach
was smilar to semi-structured knowledge aquisition
interviews (see for example, SigArt ACM Speda
Interest Group on Artificid Intelligence [22]).

We believe that using a multidisciplinary participant pool
for validating interfaces of military simulations is a
necessty due to the variety in the nature of the
information that is typicdly displayed. For example, a
situation-awarenessdisplay, such as the one we evauated,
contains information that varies from the exeaution of
standard combat routines to awareness about the
terrestrial terrain, memory for past events, perception of
various rts of input, arcraft logistics (i.e, fud and
wegpon status) and so an. Insteal of relying an our own
comnmon sense to evaluate the way the various types of
information are presented, we have amployed subjed-
mater experts from fields that relate to the nature of
information contained in the interface We believe that
this approach is preferred over relying on common sense
and we gree with Jones et a. [6] in that “...what is
common sense to an experienced pilot is quite different
from the aommon sense of an Al reseacher” (p. 8).

2.2. The Situation Awar eness Panel

The Situation Awareness Panel is a graphicd tool that
enables the user of the JSAF simulaion to olserve aSoar
agents understanding o a situation, theigoals, and their
history [5]. The JSAF environment is depicted in a Plan
View Display (figure 1).
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Figure 1. A screenshat of JSAF sPlan View Display.
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This map-like display depicts along with fedaures of the
terrain, the aents -- bath friendly and hostile -- that are
involved in the simulation. Each of these ggentsis driven
by a Soar modd. The user can observe eab mode’s
external behavior by inspeding the Plan View Display but
adso examine its internal state by examining its SAP. The
SAP is, in esence a window into the Soar agent' s
awareness of the arrent situation. Figure 2 shows a
screenshat of the SAP of agent Shooter2.

The SAP is usgful for examining and verifying the
behavior of the Soar agent. With the SAP, theuser isable
to olserve the awareness of a model and b things like
examining whether the model' s behavior refleds its
understanding o the situation or its intentions for adion,
evaluating the moddl' s current adions within the mntext
of its history, and so on.

[=] Shooterz Sttuational Awareness Panel
Active goals:
execute-mission

[BX

Altitude 24770 Speed 295 Heading 22.1
Ratlar Azimuth 0 Radar Elevation 1 Scan Azimuth 5
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Figure 2. A screenshot of the SAP.

The depicted version of the SAP is redized in Tcl/Tk.
Td/Tk is an extension language [13] that is jointly
compiled with Soar. The SAP interads with Soar agents
running in a variety of JSAF scenarios. Any of the Soar
agents can be explored with it, and there is nathing to
predude it being applicable to ather Soar agents, although
the plan-view display would not be useful for many of
them.

Detail about the functions of the various displays of the
SAP is provided by Jones [5]. In short, the SAP is
divided into four displays.

(a) The Active Goal Display is locaed at the top left part

of the SAP and it contains the model' s current stadk of
gaas and subgas. By enabling the user to doserve what

the model is trying to adcieve a any moment, a

comparison of the internal intentions of the model and its

external behavior can be made.

(b) The Milestone Display is locaed undernegh the



Active Goal Display. Each milestone event is recorded as

a new line in the window. A time stamp for each

milestone event is aso recorded. This display enables the

user to review quickly the modd' s past activity and
reasoning.

(c) The Aircraft Status Display is located at the top of
control panel and stretches to the right. It is a short strip
that provides some basic aircraft information that is
available to the model. The Altitude, Speed, Heading,
Radar Azimuth, and Radar Elevation measurements are
displayed in this strip.

(d) The Agent Awareness Display occupies the rest of the
SAP. This display enables the user to inspect the current
state of the model' s awareness. It is basically a view of
the model' s reasoning about what is going on in its world
(which is not necessarily an accurate depiction of what is
really going on). Entities with which the agent had
contact (through vision, radar, or radio) are al represented
in the display and marked with different colors to indicate
whether they were friendly, hostile, unknown, or inactive.
The type of contact is represented by different type styles.
The user can adjust the scae of the Agent Awareness
Display by choosing a different number from the "View
Scale" drop-down menu.

2.3 The Study

To analyse the SAP and suggest improvements to it we
had a variety of experts interact with it. The primary
focus of the study was to determine the success of the
SAP interface @ reveding to users the reasoning of the
agents and pinpoint their limitations, particularly in
assessing whether the reasoning of the Soar models was
realistic.

The feedback we got from our subjects enabled us to
determine ways of improving the visual interface of the
SAP in future designs. Questions that required the
subjects to interact with the smulation in order to initiate
some action provided a way for our subjects to evauate
the reasoning and the behavior of the agent, while it was
engaging in action to achieve or prevent a user-initiated
goal.

Participants. The participants were twelve experts
coming from different disciplines. Table 1 lists the area of
expertise of our participants. The first eight participants
-- severa of which are faculty members of the School of
IST -- completed the study in our laboratory, while the
last four did so under the same equipment but on the site
of their employment®. All participants received monetary

! The last four participants also observed anew and
improved version of the SAP that became available to us

reimbursement in exchange for their participation.
Participants were run individual ly with each experimental
session lasting between an hour and two hours.

It should be noted that only subject-matter expert K was a
prior user of the SAP. Including an actua user in our
subject pool allowed us to examine whether the problems
identified by the other experts are predictive of end-user
problems. Although having just one actua user does not
dlow us to draw definite conclusions, it at least gives us
an idea of the degree of overlgp between problems
identified by inspectors and those that are encountered by
users

Table 1. List of expert participants.

Area of expertise

A Plan view/geographic information systems
specialist.
B Graduate student in Al and cognitive modeling.

C Marine Major, specializing in logistics and
infantry.

D Former software devel oper in Silicon Valley
with Fortune 100 companies.

E Former merchant marine officer and expert on
socia and group processes.

F Navy fixed and rotary wing pilot. RWA
instructor.

G Cognitive psychologist.

H Cognitive psychologist with some amateur
flying experience.

| Former military aviator from BMH Associates.
J Former military aviator from BMH Associates.
K Former military aviator from BMH Associates.

L Former military aviator from BMH Associates.

shortly before the time they were run. Identified problems
that were unique to the new SAP are presented in Ritter &
Avraamides [16] and are not included in the present
analyses.



Materials and equipment.  The JSAF simulation
environment was presented on a 19-inch monitor attached
to a Dell Optiplex computer runnng Red Hat Linux 6.1.
All experimental sesgons were videotaped with the use of
a SONY TRV-120 Hi-8 digital camcorder. In addition,
the computer desktop activity of the first eight subjeds
was videotaped on VHS tape. Participants real and
signed an informed consent form prior to the beginning,
and they were debriefed upon completion of the study
acording to the IRB guidelines.

Procedure. Each experimenta sesson started by
providing the participant with a short description of the
SAP taken from Avraamides s manal [2] and a
description of the scenario within the JSAF environment
that would exeauted by the models. Soar Tedhnology
provided us with three pre-programmed scenarios, from
which we seleded the Defensive Counter Air (DCA)
scenario for our testing purposes. Using a prescribed
scenario alowed us to evaluate the SAP in a way that
correspords to how it will be used by adua users. As
Nielsen and Mad [11] paint out, scenarios provide a
task-oriented perspective on the interface ad ensure that
catain interface fedures will be evaluated. The
description of the DCA scenario gven to subeds before
the study rea as foll ows:

“The Defensive Counter Air misgon invol ves
defending an area ayainst airborne threds. An
Airborne Early Warning (AEW) aircraft is used for its
long-range radar to watch for distant threas. When
threds arise, the AEW dispatches an airborne 2-ship
flying a Combat Air Patrol (CAP) to engage the
bogeys.

Of interest:

- Thefighters's Situation AwarenessPanel (SAP) will
demonstrate the agent’s attention to the overcoming
air threas

- Coardination between AEW and fighters’

The study was divided into three parts. The goa of the
firs¢ part was to familiarize our subjeds with the
apparatus and ou daa olledion methoddogy. We
therefore asked them to perform a number of basic actions
(e.g., “As 00n as the Plan View Display becomes visible,
zoom into the map and locée the paosition of the AEW”).
These simple tasks were introduced in order to guide our
subjeds to explore the various windows of the JSAF
simulation and lean some important functions, such as
zooming into the map with either pressng simultaneously
the two mouse buttons or using the Scde menu. We
believe that some familiarity with the other windows of
JSAF is needed in order to make possble the dficient use
of the SAP. For example, insgpeding the Plan View
Display a user could determine which o the aents is

more likely to have atarget in its awareness and then use
the SAP to examine this feature. This part lasted longer
for the first eight participants because they were
completely unfamiliar with JSAF.

The second part of the study involved tasks that required
that subjeds observe the four displays of the SAP at the
time the agents were engaged in combat as defined by the
on-going scenario. Subjeds were aked a variety of
questions that differed in terms of bath what they were
required to do and wha asped of the SAP was brought
into focus. Some of the questions required that subjeds
simply observed what was going on (e.g., “What friendly
agents are in Eybal's awareness and what is their
status?”) and others required some interadion of the
subjea with the interface (e.g., “Sded ‘MIG29 FWA
swee base’ and find the ayent that you think is the most
likely to have an enemy planein its awareness').

Observation questions were dmed a assesdgng whether
the SAP was succesdul a conveying the information that
it was supposed to convey. We were primarily interested
in sedng whether our subjeds could easily pick up from
ead panel of the SAP the information that the SAP was
meant to provide. Difficulties with and sometimes
misunderstandings of information were of particular
interest since they provide points to consider for future
implementations of the SAP.

Finadly, we dlowed ow experts to provide further
comments on the SAP out of the mntext of the scenario
they observed. As Nielsen [10] points out, there ae some
advantages to gving evauators open-ended instructions.
For example, more diverse aspeds of the interface ca be
examined in the ésence of a prescribed scenario.

2.4 Analysis and Results

All videotapes were reviewed a a laer time by the
experimenters and a list of potentia problems with the
SAP interface was generated. The magority of the
problems that were reported came dong with suggestions
for fixes. This is in line with discusdons by Jeffries [4]
and Desurvire [3], who pant out that typicdly knowing
abou a usability problem is sifficient for finding an
olvious fix for it. The problems noted along with
feadback from our subjeds on how to ded with them
enabled us to generate a set of suggestions for the
improvement of the interface Suggestions are subjedive
to the experimenters but they depend whaly on feedbadk
obtained from our subjeds.

Because our study focused on providing feedback for the
improvement of the SAP, the present paper does nat
address any of the positive feedbad receved from our
partici pants, which was substantial.



The experts found between 3 and 13 problems, with an
average of 6.83 problems per expert. These could be
aggregated into atotal of 35 unigque problematic issues for
the SAP display. A detail list of those problems along
with suggestions for overcoming them is presented in
Ritter and Avraamides [16]. This list was passed back to
the developers and it has been used in generating new
versions of the SAP and rel ated displays[25].

We computed how many unique problems would be
found, on average, as the number of experts increased.
We did this by looking at al the possible combinations of
our experts (as sets without order). Figure 3 shows the
average number of unique problems that would be found
as the number of experts increased. Figure 4 shows a
similar calculation for the average number of unique
problems found per expert as more experts look a our
interface.

There is not an obvious bend in these curves, athough
clearly, the most problems are found on average by the
first expert, and this is a monotonically decreasing
function. A bend would indicate when the payoff of
adding another expert became notably less helpful. In this
case, however, even the last expert in a series of 12 was
able to report unique problems.

As noted earlier, participant K was a user of the SAP. He
identified 8 problems, a number that is dightly higher
than the average of 6.83 problems that are identified on
average by a single expert (figure 3). From these 8
problems, 5 were also identified by a least one of the
other participants from BMH Associates (i.e., participants
I, J, and L), and 1 problem was spotted by other
participants as well. Participants |, J, and L identified 18
problems in total. Six out of the 18 problems were aso
spotted by participant K. In summary, the SAP user
spotted 33% of the problems that were identified by
evaluators with a similar background. Only 37% of the
problems identified by the user were unique. The
remaining 63% of his problems were a so spotted by other
subjects. Overall, these results suggest that our subject-
matter experts from BMH did fairly well at identifying
problems that are predictive of the problems encountered
by users.

A closer examination of the overlapping problems
suggests that these were problems that related to military
aviation expertise (e.g., “anegative heading measurement
is not meaningful”). Problems of this nature were not
typically spotted by subject-matter experts without
cockpit experience. In total, only 33% of the problems
identified by at least one of the last four participants were
adso spotted by at least one of our remaining subject-
matter experts. The overlapping problems were problems
of a more general nature and did not rely on fighter-plane

pilot experience (e.g., “labels for the status of agents
cannot be distinguished easily”).
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Figure 3. Average number of identified problems per
number of subjects ran.
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Figure 4. Increase of average number of identified
problems for each additiona expert.

The absence of a complete overlap between the problems
identified by the SAP user and the rest of the former-pilot
subject-matter experts was expected. In many cases,
inspection problem reports fail to predict end-user
problems, producing thus false positives [4]. Although in
our study the proportion of false positives was rather large
(67% when counting only participants |, J, and L), the fact
that we had just one SAP user in our subject pool casts
doubts as to whether these are indeed false positives.
Assuming that among the potential users of the SAP will
be people with no combat aviation experience (e.g.,
programmers), it should be expected that additiona
problems to the ones pointed out by participant K will be
encountered by other users. A laboratory usability test
(i.e, using just users) was beyond the scope of this



project, but it might be necessary if we wish to accurately
assess the validity of our problems.

However, the fact that we have included a rather large
number of subject-matter experts in our participant pool
might be al that is needed to assume that many of the
problems our subjects spotted are indeed problems that
SAP users would encounter. Nielsen [11] suggests that
with only 4 or 5 evaluators the mgority of usability
problems can be identified, and presumably with more
experts the problems that are spotted by users can be
approxi mated.

Nielsen [11] recommends the use of 4 or 5 evaluators and
a least 3. With his discount usability perspective, he
argues that 80% of the total usability problems can be
spotted with 4 or 5 evaluators. Our figure 3 shows that our
curve is somewhat shalower and we only reach 80%
somewhere between 8 and 9 evaluators. As figure 4
shows, we continue to find ways to improve the interface
by adding more evaluators well after 5 evaluators. In fact,
gains are obtained even after adding the 12" evaluator,
dthough, just like in Nielsen, our curve tends to
asymptote as we add more experts.

The rather obvious cause for our steeper curve is the fact
that our pool of experts consisted of experts from rather
diverse backgrounds. As a result, many of the problems
identified were unique to one expert. Indeed, 21 out of the
total of 35 problems were spotted by only one expert.
This explanation is aso supported by the fact that in our
study, a single subject identified on average about 20% of
the total problems (6.83 out of 35 problems), while other
studies [8, 12] report an average of up to 35% of
identified problems by asingle user.

If a significant proportion of the problems identified by
our subject-matter experts are indeed problems that would
be encountered by users, our results suggest that there is
an advantage from using evaluators that come from
different backgrounds. Our results suggest that using
multidisciplinary experts allows the examination of an
interface from various perspectives and provides a more
comprehensive problem-report list.

2.5 Thetask analysis

Based on the feedback we got from our participants and
our experience building interfaces for cognitive models
[17, 18], we created the task-analysis shown in the
Appendix. We bdieve this task analysis can be used as a
guide for designing interfaces for cognitive models of
military content. These tasks include what all users need
to know to understand their models, so interfaces that
supported these tasks would aso be useful more
generdly.

This task analysis includes many user tasks that would be
expected. Making the perceptions and actions of the
model visible by analysts will not be a surprise to most
modelers. Likewise, access to the mental environment of
the model should not be surprising, but this is not fully
supported by every modeing environment.  Similarly,
because models are increasingly becoming embodied and
subject to their environment, the modelers need to know
what aspects of the environment influence amodel.

What is somewhat novel, is suggesting that the social
environment of the model should be explicitly explained.
These agents clearly have socia aspects to their behavior
and reasoning. This appears to be a different type of
knowledge and processing, a type that interfaces should
make available to modelers. The mental models of other
agents is of increasing importance for cognitive models as
they become team members, and this is particularly true
for models in synthetic environments that need to
understand colleagues and advisories. Finaly, the model
and the modeler need to keep in mind aspects of the
environment related to their specific task. In the case of
these models, the domain is a military one. Other models
are likely to require additional information related to their
domain of performance.

3. Conclusions

Using cognitive models as surrogate users in military
simulations provides the capability of training military
personnel even individualy. In a JSAF simulation,
thousands of entities can be represented as computer-
generated forces providing the feel of a redistic
environment without the need to recruit great numbers of
humans to participate in the ssimulation. The success of
simulators depends greatly on how redlistic the behavior
of the cognitive modelsis.

Graphical interfaces that make the behavior of these
models visible to human users support the validation and
the improvement of these models. So far, not much
emphasis has been placed on the design of graphical
interfaces for cognitive models. Even when graphical
interfaces have been supplied along with modeds, they
have been designed based on the “common sense” of their
deve oper.

We believe that graphical interfaces are very important
for cognitive models. By making their internal state more
visible, graphical interfaces alow a better understanding
of the reasoning and actions of the model and therefore
lead to easier debugging, better validation, and more
powerful demonstrations of the models.

Given the importance of graphical interfaces, we argue
that they should undergo testing and revision to improve



their usability. The present study provides an example of
how this can be done. It suggests that for interfaces with
a wide variety of types of users, a wide variety of people
can fruitfully examineit to help find problems.

Our resulting task-analysis can be used to guide the
design of future modeling interfaces. Keeping this
anaysis in mind and extending it further will help design
better interfaces so that they support the user performing
their tasks and reduce the need for usability testing.
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Appendix. Set of tasksfound in thisanalysis method.

Perception (Inputs) - What inputs does the model get?
Inputs does the model get from instruments
Radar and IFF values (if from display), and visual input
Voice input/communication from other agents
Other perceptual events
Constants in perception, e.g., due north
Self-perception, physical status of pilot: healthy, tired, bored
Whereisour agent' s attertion (for analyst)- perhaps with a spotlight metaphor (this was used by Chong inthe
AMBR project to good reviews)
Actions (Outputs) - What actions has the model done?
What plane/pilot/RIO has said and done
details of those actions if complex
What milestones are there, and what' s the range of types of milestones, i.e., what could have been there but are
not, and thus why are they not?

Physical environment features that affed the agent's body

Weather

Terrain, including base location, feet wet/dry, ground threats, places to land for RWA

Unknown but suspected ground threats will be an interesting thing to display

Mental environment -- Current Goals and Active Plans

Active goals, and their current status

Inactive goals, and why inactive (complete list of al possible goals and plans, and their status)

Details of the goals

Remaining stepsin a goal/plan with associated physical location

Distance to target or other key events that agent would keep in attention and update, such as time left on CAP
(thus timing)

L ong term memory contents and active elements

Structure of memory and other mental objects

Corterts of short term memory

Contents of perceptual (iconic) memory

Capacity remaining in each capacity, e.g., working memory, idle (slack) timein central processor.

Pop-up display of changes/targets of goals for turning, climbing, accelerating, i.e., whenthe plane startsto do
any of these, a pop-up window appears over or inthe SAP indicating what is being attempted

An articulate model that comment on its behavior
what other operators were available
why operators were or were not chosen (cf. Lewis Johnson' swork)

Social environment
Cultural/political/historical facts that influence behavior (declarative facts)
Rules of engagement (perhaps available but not displayed if they don' t change often)
Other socia context of team, broadly defined

Mental models of other agents
(actual vs. mental may indeed be different)
X, Y, z, heading, roll, yaw, pitch, speed, weapons
dx, dy, dz, d(heading),d(roll, yaw, pitch, speed)
Model of what the other planes are and what they are doing and what they are going to do
(thislist repeated one level down based on what they think you are going to do!)
What other planes have said
What other planes have beentold, perhaps from a specific range of time
What other planes can see (their radar might not be as good, and you might know it)
Physical status of other plane, damaged or not, fuel status, munitions, etc.
Physical status of other plane pilot, healthy, tired, bored

Military environment (task and hardware of own agent)
Written instructions
X, Y, z, heading, rall, yaw, pitch, speed, weapons
dx, dy, dz, d(heading),d(roll, yaw, pitch, speed)
What other planes have said to agent
Physical status of own plane, damaged or not, fuel status, munitions, etc.
Physical status of pilot, healthy, tired, bored
Munitions capabilitiesif novel (otherwise, assumed or reconstructed), and range





